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Abstract

Today, micro-electronic circuits are undeniably and ubiquitously present in our
society. Transportation vehicles such as cars, trains, buses, and airplanes make
abundant use of electronic circuits to reduce energy consumption and emission of
greenhouse gases and to increase passenger safety and travel comfort. Other
products using electronic circuits are smartphones, tablet PCs, game consoles,
household appliances, satellites, base stations, servers, etc. Each of these appli-
cations is becoming increasingly more complex to build. At the same time, the
quality and reliability requirements for electronic circuits are more demanding
than ever.

To guarantee a high production yield and a sufficient circuit lifetime, possible
hazards and failure effects have to be considered throughout the entire design flow.
Such a flow includes the initial concept, the design itself, the testing of the pro-
totype circuit, and finally the production process. The majority of integrated cir-
cuits manufactured today is processed in a complementary metal-oxide
semiconductor (CMOS) technology. To reduce cost and to increase performance,
the dimensions of all circuit components are shrinked with each new technology
node. Associated with this technology scaling are the atomistic size of modern
transistors, an increase of the gate-oxide electric field, and the introduction of new
gate and channel materials. The combination of these elements results in an
emerging reliability problem for advanced nanometer CMOS technologies.
Transistor wearout manifests itself as a gradual and time-dependent shift of circuit
characteristics which can result in circuit failure. Especially analog circuits, which
are typically used as an interface between the real world and a digital backend, can
be very sensitive to such small circuit parameter variations.

This work focuses on the simulation and analysis of analog circuit reliability.
The models and simulation techniques proposed in this dissertation are aimed to
serve as an aid for circuit designers to better understand the impact of aging effects
on their circuits and to enable the development of failure-resilient design solutions.

In a first part of the work, an overview of all relevant nanometer CMOS
unreliability effects is given and transistor compact models for the most important
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aging effects are proposed. A distinction between spatial unreliability effects,
resulting from process variations, and temperoral unreliability effects, which are
time-dependent, can be made. The latter can again be divided into transient effects
such as noise and electromagnetic interference, and aging effects such as break-
down, bias temperature instability, and hot carrier injection. This work primarily
concentrates on the aging effects. To enable efficient and accurate circuit lifetime
simulations, transistor compact models for each aging effect are proposed. These
models include the most important circuit-related stress parameters such as volt-
ages, transistor dimensions, and temperature. Important effects such as partial
recovery of the transistor damage when the stress voltage is reduced, are also
supported. Each model is validated with measurements. Also, models for sto-
chastic aging effects in sub-45 nm CMOS, which result in time-dependent tran-
sistor mismatch, are discussed.

A second part of the book focuses on the development of efficient simulation
methods to analyze the impact of transistor aging on an entire circuit. Existing
reliability simulators, published in the literature or commercially available, still
suffer from a lot of deficiencies. Often, these tools do not support all unreliability
effects and especially the impact of process variations and stochastic aging effects
is in most cases not included. The tool set presented in this work aims to solve
these problems, while still limiting the computational effort. The proposed simu-
lator includes support for all important deterministic and stochastic aging effects.
Further, the interaction between process variations and aging effects can be ana-
lyzed and visualized. In addition to a visualization of the time-dependent perfor-
mance shift of the circuit under test, reliability weak spots can be detected. This
enables a designer to search for dedicated solutions in case of a reliability problem.
To limit the simulation time, the simulator uses a response surface method which
models the time-dependent circuit performance based on only a limited set of
SPICE-based reliability simulations. Finally, a hierarchical simulation framework
based on an adaptive sample selection algorithm and a nonlinear symbolic
regression algorithm enables the reliability simulation of large analog circuits
within a reasonable time frame. Each part of the simulation framework is dem-
onstrated on an example circuit.

The last part of this work applies the proposed reliability compact models and
simulation methods to a set of commonly used analog circuits. Factors that
determine the circuit lifetime are explored and illustrated with examples. Further, a
design for reliability flow is demonstrated on an example IDAC circuit resulting in
the design of a reliable circuit with minimum guardbanding. Finally, the lifetime
of small- to medium-sized digital circuits is investigated. Although, the methods
proposed in this work are primarily intended for analog circuits, they are also
applicable to small- and medium-sized digital circuits when these are defined as a
SPICE netlist.

The models and simulation techniques developed in this work are intended as a
first step towards understanding the impact of transistor aging on analog integrated
circuits. Eventually, this understanding can help designers in designing guaranteed
reliable and robust circuits in future CMOS process nodes.
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Chapter 1
Introduction

1.1 Introduction

This work aims to provide the reader with a comprehensive understanding on the
subject of modeling, analyzing and understanding the impact of transistor aging
on analog integrated circuits (IC) in a nanometer complementary metal-oxide-
semiconductor (CMOS) technology. The first chapter of this work introduces the
problem studied and the major subjects addressed in this book.

The chapter is outlined as follows. First, a brief history of reliability engineering is
given in Sect. 1.2. Then, Sect. 1.3 discusses the importance of reliability in electronic
systems today. Depending on the application, different circuit requirements need
to be fullfilled, but reliability is always a key element. The focus of this work is
on integrated circuits processed in an advanced nm CMOS process. The evolution
of the CMOS production process, from the conventional SiO2 process to high-k
metal-gate (HKMG) devices used in sub-45 nm technologies and the introduction of
new device architectures such as FinFETs for sub-28 nm technologies, results in an
increasing amount of reliability problems and is discussed in Sect. 1.4. Section 1.5
then discusses the basic activities needed to guarantee the reliable operation of a
product or system. Also, the currently established IC design for reliability strategy
is reviewed. Finally Sect. 1.6 presents the chapter conclusions.

1.2 Reliability Engineering: A Brief History

Reliability is a popular concept and is also seen as a commendable attribute of a
person or an object. Etymologically, the term stems from the Scottish word raliabill
(rely+able, sixteenth century) (Saleh and Marais 2006). The first recorded usage of
the word reliability, albeit referring to a person instead of an object, dates back to
1816 when it was introduced by poet Samuel Taylor Coleridge (Saleh and Marais
2006). In praise of his friend Robert Southey, Coleridge wrote:

E. Maricau and G. Gielen, Analog IC Reliability in Nanometer CMOS, 1
Analog Circuits and Signal Processing, DOI: 10.1007/978-1-4614-6163-0_1,
© Springer Science+Business Media New York 2013



2 1 Introduction

He inflicts none of those small pains and discomforts which irregular men scatter about
them and which in the aggregate so often become formidable obstacles both to happiness
and utility; while on the contrary he bestows all the pleasures, and inspires all that ease of
mind on those around him or connected with him, with perfect consistency, and (if such a
word might be framed) absolute reliability.

Today, the term is used extensively by the general public and the technical community.
Web of science, for example, lists over 260,000 technical papers with ‘reliability’ as
a keyword, while the popular search engine Google even returns over 218,000,000
hits (Saleh and Marais 2006). When referring to an object, reliability is now defined
as the ability of a system or component to perform its required functions under stated
conditions for a specified period of time. Further, between 1816 and now, many
industrial evolutions such as the development of the first airplane in 1903 and the
introduction of the Ford model T in 1908 as first mass produced car took place. All
these inventions and technical ideas contributed to the rise of reliability engineering
as a scientific discipline in the early 1950s (Fig. 1.1).

Probability theory and statistics are the essential ingredients without which reliability
engineering could not have emerged. The theory of probability was established in
1654 by Blaise Pascal and Pierre de Fermat in the context of gaming and gambling. In
1812 Laplace introduced a series of techniques, related to probability and statistics,
expanding their scope to various other problems such as demographics, population
estimation and life insurance. Another essential enabler for the rise of reliability
engineering as a technical discipline was the idea and practice of mass production as
a means for cost reduction. To deal with quality issues in high-volume production,

Fig. 1.1 Radar will win the war (Life Magazine 1944). Vacuum tubes, used as active components
in World War II radar systems during the so-called wizard war, were the major source of system
failure and initiated reliability engineering efforts in the early 1950s
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first came statistical quality control in the late 1920s. Later, reliability engineering
was introduced in the mid 1950s, to deal with the (un)reliability of the vacuum tube.
The tube, which was invented by Lee de Forest in 1906, initiated the electronic
revolution enabling a series of applications such as the radio, the television and
the radar. In World War II, electronics played a critical role and contributed to the
allies winning the ‘wizard war’. The vacuum tube, an active element that was part
of the radar systems, was however also the major source of equipment failure. This
prompted the US Department of Defense (DoD) to initiate a series of studies to
look into these failures after the war. In 1952, the advisory group on reliability
of electronic equipment (AGREE) was jointly established between the DoD and
the American electronics industry. Its mission was to recommend measures that
would result in more reliable equipment, to help implement reliability programs in
government and civilian agencies and to disseminate a better education on reliability.
The first conference on quality control and reliability of electronics was held in
1954 and its proceedings evolved into a journal that is still being published: IEEE
Transactions on Reliability. After the consolidation of the initial efforts addressing
reliability issues in components, various branches with increased specialization were
founded throughout the 1960s and 1970s. These branches include the development
of improved statistical techniques (redundancy modeling, Bayesian statistics, etc.),
modeling of physical causes of failure, prediction of reliability at a system level, etc.

The chain of events described above eventually led to the practical reliability engi-
neering as it is known today. In the next sections, the focus is on the reliability require-
ments set by modern electronic systems and the problems involved with guaranteeing
reliability in nanometer CMOS processes.

1.3 Reliability of Electronic Systems

Many applications in our society today make use of advanced micro-electronic cir-
cuits. Depending on the application, each of these circuits has different requirements
(see Fig. 1.2):

1. Consumer products such as cellphones, TVs and computers represent a huge
market with a lot of competition. Here, a short time-to-market and a first-time-
right approach are required to maintain or increase market share.

2. Safety-critical applications require reliable circuit operation with a lifetime of
ten to twenty years. Examples of such applications are a sensor interface used to
monitor vital parameters in a car or biomedical products such as a pacemaker.

3. A third type of integrated circuits is used in very harsh environments. Circuits
embedded in automotive products or airplanes, for example, typically have to
endure large temperature variations and electromagnetic interference. Further,
ICs used in more extreme applications such as satellites or sensors in nuclear
reactors suffer from radiation effects. Each of these circuits, however, always
needs to operate correctly.
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Fig. 1.2 Micro-electronic circuits are used in many applications. Each of these applications has
specific needs. For consumer electronics the time to market is essential. Safety-critical products
require very high-quality components. Circuits used in harsh environment need to operate in extreme
conditions

Note how a circuit can belong to multiple categories at the same time. ICs for
automotive products, for example, typically serve a large and competitive consumer
market and are used in safety-critical and harsh environments at the same time.
Designing these ICs is therefore very challenging.

Further, this vast market has lead to products with increasing functionality at a lower
cost. To reduce production costs, the semiconductor industry continues to scale tran-
sistor devices to smaller nm CMOS technologies. To maintain the effective perfor-
mance scaling, however, the oxide electric fields and current densities are increasing
continuously. Advanced CMOS nodes are now reaching values where it is very
challenging to guarantee–by the mere production and limiting the usage to prede-
fined boundaries (e.g. maximum supply voltage)–reliable circuit operation over the
intended product lifetime. In industry, reliability issues can therefore result in a stall
of the production process or even a recall of already sold products. In 2011, for
example, Intel was about to launch their Sandy Bridge processor when a potential
reliability problem was detected (Clarke 2011). The problem, which was not spotted
during extensive functional testing, was a gradual performance reduction and even
total failure of the serial-ATA channels in about 5 % of the manufactured ICs. Another,
unfortunately more common, problem with wireless electronic products is battery
reliability. In 2009, HP recalled a large number of laptops after a number of incidents
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with the battery that overheated and ruptured (Ogg 2009) due to a malfunctioning
electronic protection circuit. A similar problem with overheating of Sony laptops
was reported in 2010 (Lipka 2010).

The example cases above demonstrate that it is very difficult, even for a major
company, to guarantee absolute reliability over a product lifetime. Nevertheless,
even a limited number of product failures can already result in excessive warranty
costs and severe brand damage. Further, electronic systems contain mixed-signal
circuits with embedded high-performance analog or mixed-signal blocks and poten-
tial sensitive RF frontends. Although digital building blocks also suffer from aging
effects, they are inherently more robust than analog circuits. Analog parts are often
very sensitive to small variations and could be a bottleneck for circuit lifetime. There-
fore, this work focuses on design for reliability of analog ICs. In the next section,
nm CMOS reliability is discussed in more detail.

1.4 Reliability in Nanometer CMOS

The exponential increase in the gate leakage current when scaling the gate oxide
thickness of CMOS transistors, forced device engineers to introduce gate materi-
als with a higher dielectric constant compared to traditional SiO2 or SiON gate
dielectrics. This allows further increase of the gate oxide capacitance while keeping
the physical gate thickness sufficiently large (Degraeve et al. 2008). Unfortunately,
the introduction of new materials and devices, combined with the further reduction
of the lateral transistor dimensions, reduces circuit reliability. Also, more demand-
ing mission profiles (e.g. higher operational temperatures, high currents and extreme
lifetimes) and increasing constraints on time and money further increase the required
levels of circuit reliability. As a result, device and interconnect reliability has become
a major focus in the ITRS guidelines (International Technology Roadmap for Semi-
conductors 2011) (see Fig. 1.3). Further, as shown in Fig. 1.4, the increasing amount
of reliability problems is also reflected in the number of publications on the sub-
ject, which has grown exponentially over the last three decades. Below, the major
lifetime-limiting scaling factors are explained briefly. Details about each individual
unreliability effect will be given in Chap. 2.

1.4.1 Reduction of the Effective Oxide Thickness

In the search for suitable high-k dielectrics, most research currently focuses on HfO-
based or TiN-based materials. However, none of these dielectrics is compatible with
Si. This incompatibility is solved by maintaining a very thin SiO2 or SiON interfacial
layer (IL) between the silicon substrate and the high-k material. Figure 1.5 depicts
a schematic representation of a traditional 90 nm CMOS stack and a modern 32 nm

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
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Fig. 1.3 Excerpt from the 2011 ITRS guideline on process integration, devices and structures.
Reliability (indicated with bold line) is considered as a major problem in the near future

high-k metal-gate (HKMG) stack. For a transistor in inversion, the electric field ESiO2

over the SiO2 layer in each stack can be written as:

ESiO2 = VGS − VTH

EOT
(1.1)

with VTH the threshold voltage and EOT the effective oxide thickness:
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Fig. 1.4 Evolution of the number of publications with keywords ‘transistor reliability’ as listed by
IEEE Xplore

EOT90 nm = tSiO2 (1.2)

EOT32 nm = tIL + εSiO2

εHK
tHK (1.3)

with tSiO2 the thickness of the SiO2 oxide in a 90 nm technology (typically tSiO2 =
2.0 − 2.4 nm), tIL the thickness of the SiO2 interfacial layer in the 32 nm technology
(typically tIL = 0.5 − 1 nm) and tHK the thickness of the high-k layer in the 32 nm
technology (typically tHK = 2−4 nm). εSiO2 and εHK are the dielectric constants for
SiO2 (εSiO2 ≈ 3.9) and the high-k dielectric respectively (εHK ≈ 30). As a result,
EOT32 nm is smaller than EOT90 nm, resulting in a larger electric field over the SiO2-
interfacial layer of a HKMG technology compared to the electric field over the SiO2
oxide in a traditional CMOS technology (i.e. ESiO2, 32 nm > ESiO2, 90 nm) (Degraeve
et al. 2008). Since most transistor degradation effects depend exponentially on this
electric field, the introduction of high-k materials further reduces the maximum
operating voltage to guarantee reliable circuit operation (Degraeve et al. 2008).

1.4.2 Introduction of New Materials and Devices

Transistor unreliability effects such as negative bias temperature instability (NBTI),
temperature dependent dielectric breakdown (TDDB) and hot carrier injection (HCI)
were in older SiO2 or SiON based technologies (i.e. ≥65 nm) considered as the most
important aging effects. Both the NBTI and HCI effect generates traps at the sub-
strate/dielectric interface (more details will be given in Chaps. 2 and 3). These traps
affect transistor parameters such as the threshold voltage VTH. With the introduction

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 1.5 Schematic representation of a traditional 90 nm CMOS SiO2-based stack (on the left) and
a 32 nm CMOS high-k metal-gate HfO-based stack (on the right)

of high-k materials and new device architecture such as FinFETs, a thin SiO2 or
SiON interfacial layer has however been maintained (see Fig. 1.5). Consequently,
the substrate/dielectric interface does not change and NBTI and HCI remain a prob-
lem in HKMG technologies (Degraeve et al. 2008). Further, research has indicated
the interfacial layer to be the major factor controlling breakdown in HKMG technolo-
gies (Bersuker et al. 2010). Therefore, models and principles previously developed
to characterize breakdown in older technologies still apply in high-k technologies.

The PBTI effect, which is negligible in SiO2 or SiON based technologies, has been
found to become a lot worse in high-k technologies (Cho et al. 2010). Existing tran-
sistor failure mechanisms thus remain and even become worse with the introduction
of high-k dielectrics in advanced nanometer CMOS nodes.

1.4.3 Atomic-Scale Dimensions

BTI and HCI effects in large micrometer-sized transistors are typically considered
deterministic (see Chap. 3). The application of a given voltage stress on matched tran-
sistors therefore results in an identical shift of the transistor parameters (except for a
statistical mismatch due to process variations). Scaling transistors down to nanometer
dimensions, however, gradually has changed these deterministic effects into stochas-
tically distributed failure mechanisms (Kaczer et al. 2010). At device level this results
in a time-dependent shift of the transistor parameters (i.e. �VTH = f(t)) augmented
with a time-dependent increase of the standard deviation on these parameters (i.e.
σ(VTH) = g(t)). After some time, initially matched transistors processed in ultra-
scaled nanometer CMOS technologies can therefore cause circuit failure resulting
from increased time-dependent transistor mismatch. Also, electromigration in copper
lines becomes worse due to a reduction of the cross sectional diameter of the inter-
connection wires with scaling (Zhang et al. 2010; International Technology Roadmap
for Semiconductors 2011).

http://dx.doi.org/10.1007/978-1-4614-6163-0_3


1.4 Reliability in Nanometer CMOS 9

1.4.4 Mission Profiles

Circuit environmental conditions and required performance tend to be stretched
further with each technology generation. Sensor applications for automotive prod-
ucts, for example, need to function properly in temperatures exceeding 200 ◦C and
applications such as base stations and solar cells must function reliably and almost
continuously over a period of tens of years (International Technology Roadmap for
Semiconductors 2011).

1.4.5 Time and Money Constraints

The constraints on time and money are always increasing. This trends is combined
with possible major technology changes and therefore poses a real challenge for
reliability engineers to still guarantee reliable product operation. The speed of intro-
duction of new materials and devices reduces the capability to build up knowledge
on new failure mechanisms while, at the same time, failure rate requirements become
more and more demanding (International Technology Roadmap for Semiconductors
2011). The probability of an unrecognized failure mechanism to make it into an end
product is therefore increasing.

1.5 Design for Reliability

The previous sections have discussed the ubiquitous presence of electronic systems in
our modern society. Unfortunately, the device lifetime of the nm CMOS technology
that enables this evolution reduces with each next technology generation. Some of
these reliability problems can and are being solved at a device level. Already in
the early 1980s, for example, alternative MOSFET structures with a graded drain
junction or an offset gate structure (i.e. a lightly doped drain or LDD) to reduce the hot
carrier degradation effects have been proposed (Takeda et al. 1982). A technology-
based solution is however not always possible, especially since the focus of device
engineers is typically on developing smaller and faster transistors with lower power
consumption.

To cope with reliability problems during the design of a new product, a design
for reliability (DFR) flow is used. Such a flow encompasses the entire set of tools
supporting product and process design and ensuring that customer expectations for
reliability are fully met throughout the life of the product. DFR relies on an array
of reliability engineering tools along with a proper understanding of when and how
to use these tools throughout the design cycle. DFR is of utmost importance to
guarantee low warranty costs and high customer satisfaction. The technical problems
with Microsoft’s Xbox 360, in the early months after the console was introduced,
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illustrate this perfectly (Xbox 360 Technical Problems 2012). The problem, which has
never been explained officially by Microsoft, caused a general hardware failure of the
console and resulted in over a billion dollars in warranties to be paid. Understanding
potential reliability issues, knowing how to identify them and being able to alleviate
the problem is becoming more important with the increasing complexity of systems
and its interactions.

The push for a more structured approach to guarantee product reliability is similar
to the strive towards high-quality products in the 1980s. The latter led to successful
processes such design for six sigma (Yang and El-Haik 2003). There is however a fun-
damental difference between quality and reliability. Quality control assures that each
product sample works as designed right after production. Time-dependent effects are
rarely taken into account here. Reliability, on the other hand, is about guaranteeing
with a high probability that the product will perform its intended function without
failure for a designated period of time and under specified conditions.

In order to control product reliability throughout the design process, Reliasoft pro-
posed a number of key activities (Design for Reliability: Overview of the Process
and Applicable Techniques 2012) define, identify, analyze and assess, quantify and
improve, validate and monitor and control. The stages are depicted in Fig. 1.6 and
typical tools and methods used in each stage are also given. The different activities
are valid for any industrial production process, but here they are applied to the design
and production of ICs. In the next sections, the different stages are briefly explained.

1.5.1 Define

The purpose of this stage is to clearly and quantitatively define the reliability
requirements and goals for a product, as well as the environmental and usage con-
ditions. In industry, reliability specifications can come from various sources such as
through contracts with customers, based on safety considerations, to remain compet-
itive or to comply with a particular standard. The latter is particularly important in
the automotive industry where the automotive electronics council (AEC) has estab-
lished a series of standards for integrated circuits: the AEC-Q100 (stress qualifica-
tion for ICs) and the AEC-Q200 (stress test qualification for passive components).
These standards are mainly used in the US, but approved by many automotive elec-
tronics companies around the world. In Europe, the main standard used is the ISO
16750 series. Other commonly used IC reliability standards, also used for consumer
or industrial applications, are MIL-STD 883, MIL-STD 750, JESD 47, JP001.01,
JESD22A-108, JESD85, JESD74, JEP122 and EIAJ 4701-100. Table 1.1 summa-
rizes the most important reliability-related requirements that are typically applied in
different markets. As expected, specifications for the consumer market are clearly
less demanding compared to industrial or automotive applications.
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Fig. 1.6 A general design for reliability (DFR) flow. Typical tools and methods used in each stage
are also indicated. This work focuses on the design of reliable analog ICs therefore and studies
an implementation of the second and third step of the above DFR flow (Design for Reliability:
Overview of the Process and Applicable Techniques 2012)

1.5.2 Identify

In this stage, possible reliability threats are identified. A failure mode effect analysis
(FMEA) strategy can be used as a tool to quantify the risk associated with different
failure effects. The failure rate or frequency with which an electronic system fails is
typically represented using the so-called bathtub curve (see Fig. 1.7). Circuits that fail
right after production are referred to as infant mortality failures. In IC design, these
failures primarily result from process errors such as oxide defects, mask defects,
contamination, bonding issues, solder defects, etc. Infant mortality failures typically
happen within the duration of the product warranty and therefore have to be limited.
During the useful life of the product, random defects and soft errors can result in an
occasional circuit failure. Then, the product starts to wear out due to aging effects and
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Table 1.1 Typical IC reliability requirements

Consumer Industrial Automotive

Operating temperature −5/0 ◦C −40/65 ◦C −10 ◦C −70 ◦C −40 ◦C −85/155 ◦C
Lifetime (years) 1–5 5–10 15–20
Tolerated failure rates <10 % <1 % Target: zero failures
Humidity (%) 30−85 15−90 0−100
Condensation Low Medium High
Temperature cycling Low Medium High
Altitude (km) 7–10 10–12 12–15
Vibration Low Medium High
Shock/bump Low Medium High
Sand/dust Low Medium High

Fig. 1.7 The bathtub curve represents the number of failures or the failure rate of a product over
time

eventually every IC fails. The focus of this work is on the wearout stage, which sets
in earlier with every new CMOS generation (also see Sect. 1.4) (Franco et al. 2010).

1.5.3 Analyze and Assess

During the design phase, the product lifetime is estimated and expressed as the mean
time to failure (MTTF). The MTTF also helps to compare different design concepts
and can be used to identify design margins and to assess failure-resilient design
strategies. To estimate the product lifetime (time to wearout), industry mainly uses
accelerated stress tests on individual devices. Further, failure criteria are often chosen
arbitrarily (e.g. a 10 % shift in ID) and the impact of device failure on the circuit
level is typically not considered (Groeseneken et al. 2010). Circuit MTTF figures
are therefore hard to estimate and rarely circuit specific. Designers are forced to
use large design margins, ultimately limiting circuit performance or costing a large
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area or power overhead, and even then uncertainty about the lifetime of a circuit
remains. To solve these problems, reliability assessment needs to be done at design
time, requiring:

• Accurate transistor compact models for all important transistor unreliability
effects.

• Efficient circuit simulation techniques to i) analyze the reliability of a circuit and
ii) to identify circuit reliability weak spots.

These are discussed further in this work for the aging-related effects in CMOS cir-
cuits.

1.5.4 Quantify, Improve and Validate

During this stage, measurement results are used to verify the simulation results
obtained from previous stages. This testing is typically done on prototype circuits
using accelerated life tests (ALT). The results are analyzed, root causes for failure
are identified and if necessary design changes are done and the tests are repeated.
ALT was first developed in the 1960s to cope with the high-reliability requirements
of the US space program. Old methods for product validation took too long times
and were therefore no longer adequate to meet the short time-to-market demands.
Therefore, a way to quickly identify product defects and to solve them effectively is
the key issue for major manufacturers in the world. Today, HALT (highly accelerated
life test) and HAST (highly accelerated stress test) are used to solve the problem.
Starting in 1990, major manufacturers including HP, Dell, Cisco, Nortel, Tektronix
and Motorola successfully employed a HALT approach to speed up the identification
of design and production defects, with improvements being capable of lowering the
cost of the warranty period, enhancing the reliability of the product and shortening
the time to market. The failure modes identified by HALT, together with relevant
information, can also be used as input for developing new products. HALT is done
with a chamber, as depicted in Fig. 1.8, enabling gradually increased voltage and
temperature stressing such as high and low thermal cycling, combined stress, power
switch cycling and voltage and frequency margin test. If a reliability problem is
detected, design changes are needed and the activities described above are repeated
until the product is considered to be acceptable. Further, extra variations introduced
by the manufacturing process also need to be taken into account and if necessary
design modifications are required to account for this. After this stage, the product is
ready for volume production.

1.5.5 Monitor and Control

Once a product is in production, the process is monitored to assure that process varia-
tions are kept under control and that reliability is still guaranteed. Burn-in techniques
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Fig. 1.8 A highly accelerated
life test (HALT) chamber
enables the reliability test-
ing of electronic circuits at
elevated voltages and temper-
atures

are used to prevent infant mortality failures due to manufacturing-related problems
(Vassighi et al. 2004). Further, continuous monitoring and field data analysis can help
to observe the behavior of the circuit in actual use conditions and to gain knowledge
for further improvements.

1.6 Conclusions

This introductory chapter has discussed the importance of long- and medium-term
reliability in various application domains. Circuits designed in nanometer CMOS
technologies suffer more than ever from transistor aging effects. Therefore a design
for reliability strategy is needed. The different stages of such a DFR flow have
been discussed and the current industrial approach has been reviewed. Early life
failures due to defects related to the production process are eliminated with careful
process control and circuit burn-in testing. Wearout of ICs, however, is typically only
evaluated at the device level and a lack of circuit-level evaluation and assessment
results in the use of large design guardbands, costing a large area and/or power
overhead. The focus of this work is on the development of transistor compact models
and simulation methods for analog circuit lifetime analysis in nm CMOS. Further,
the goal of this work is also to assess the impact of these aging effects on analog
circuits.



Chapter 2
CMOS Reliability Overview

2.1 Introduction

For over four decades, scientists have been scaling devices to increasingly smaller
feature sizes (Lewyn et al. 2009; International technology roadmap for semiconduc-
tors 2011). This trend is driven by a seemingly unending demand for ever-better
performance and by fierce global competition. The steady CMOS technology down-
scaling is needed to meet requirements on speed, complexity, circuit density, power
consumption and ultimately cost required by many advanced applications. However,
going to these ultra-scaled CMOS devices also brings some drawbacks.

This chapter discusses the most important effects designers have to deal with in
order to manufacture reliable integrated circuits in nanometer CMOS processes. The
intent of this chapter is not to give an in-depth description of the physics behind each
failure mechanism, but to provide the reader with a basic understanding of the most
important unreliability effects and how these effects evolve with technology. First,
Sect. 2.2 briefly outlines how various unreliability effects came into play in the course
of history. Next, Sect. 2.3 reviews the most important spatial unreliability effects in
modern CMOS technologies. These effects are related to process variations and are
visible right after production. A difference is made between systematic and random
effects. Time-dependent unreliability effects are then discussed in Sect. 2.4. These
effects are divided into aging and transient effects.

2.2 The Origin of CMOS Unreliability

Device reliability was first studied in the early sixties, when increasingly complex
integrated systems were developed and fabricated. Conferences such as the first
international reliability physics symposium (IRPS 1962, Chicago) were the first
attempts to bring engineers and scientists together from all over the world to study
the physics behind various failure effects (Physics of failure in electronics 1962).

E. Maricau and G. Gielen, Analog IC Reliability in Nanometer CMOS, 15
Analog Circuits and Signal Processing, DOI: 10.1007/978-1-4614-6163-0_2,
© Springer Science+Business Media New York 2013
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Fig. 2.1 Photomicrograph of an early silicon mesa transistor on which the emitter bond has sepa-
rated due to ‘purple plague’ (Phillips et al. 1962). This phenomenon, also known as ‘purple death’,
was an important reliability problem in the late 1960s and the early 1970s. An intermetallic reac-
tion between the golden bond wires and the aluminum bond pads formed a brittle bright purple
compound of AuAl2 which led to the creation of voids in the metal lattice

During the 1970s, effects such as corrosion, bonding issues (e.g. the ‘purple plague’
as depicted in Fig. 2.1) and ionic contamination were the most common causes of
circuit failure. All these issues were however related to the way how integrated cir-
cuits were packaged and mounted on a printed circuit board (PCB). Only in the late
seventies and early eighties the first real integrated circuit reliability issues became
visible. Oxide thickness scaling increased the gate-oxide electric field, and transistor
wearout effects such as hot carrier injection (HCI) started to affect device perfor-
mance within the lifetime of a circuit (Takeda et al. 1983; Hu et al. 1985). Initially,
the application of an arbitrary voltage stress resulted in an identical parameter shift
for matched devices. Therefore these temporal unreliability effects were at first con-
sidered as deterministic. However, when the oxide dielectric reached atomic-scale
dimensions, this resulted in the first stochastic temporal unreliability effect: time-
dependent dielectric breakdown (Solomon 1977). Further, matched devices were,
in the early eighties, considered identical in terms of electrical performance. In the
second half of that decade, however, when device dimensions entered the nanome-
ter scale, stochastic errors and variations at atomic level became apparent at device
level and sensitive analog circuits were the first to suffer from process variability
effects (Lakshmikumar et al. 1986; Pelgrom et al. 1989). Device mismatch became
a big issue (especially analog) designers had to deal with in order to guarantee good
accuracy and high yield.

To overcome scaling limitations of devices fabricated in ultra-scaled CMOS
processes, changes in device structures, processing materials and processing condi-
tions have been introduced. These changes have drastically increased the complexity
of nanometer CMOS technologies. Examples of these new techniques include:
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Table 2.1 Evolution of nanometer CMOS characteristics

Year Lg (nm) VDD (V) VTH (V) EOT (nm) Eox (MV/cm)

1995 350 3.3 0.58–0.70 10.0–12.0 2.17–2.72
1998 250 1.8–2.5 0.47–0.52 6.0–7.0 1.83–3.38
2003 180 1.8 0.39–0.43 4.5–5.5 2.49–3.13
2001 130 1.2 0.35–0.40 3.5–4.0 2.00–2.43
2004 90 1.0–1.2 0.25–0.40 1.6–3.0 2.00–5.93
2007 65 1.0–1.2 0.20–0.35 1.5–2.0 3.25–6.66
2009 45 1.0–1.1 0.20–0.35 1.0–1.4 4.64–9.00
2011 32 0.9–1.0 0.20–0.35 0.8–1.1 5.00–10.0

(Iwai 1999; Bult 2000; Bravaix et al. 2009; Wu et al. 2009; Europractice 2012; International tech-
nology roadmap for semiconductors 2011)

strained silicon channels to increase the transistor drive current, the introduction
of high-k oxides and metal gates to allow further gate oxide scaling combined with
reduced gate leakage, and Cu-interconnect with low-k dielectrics to ensure lower
RC-delays (Horstmann et al. 2009; International technology roadmap for semicon-
ductors 2011). However, the introduction of these new materials also increased the
impact of already existing but before then unimportant aging effects, such as electro-
migration (EM) and negative bias temperature instability (NBTI), and even created
new problems such as positive bias temperature instability (PBTI) (Lewyn et al.
2009; Groeseneken et al. 2010). Table 2.1 gives an overview of typical technology
parameters for the most recent CMOS nodes. The table clearly shows how the aver-
age oxide electric field increases with each new technology node, aggravating all
transistor wearout effects. All of these phenomena can have a large impact on the
reliability of a circuit, right after production or during its operational lifetime. There-
fore, a good understanding of the impact of each effect on the electrical behavior of a
single transistor and eventually on the performance of an entire circuit is mandatory.

Figure 2.2 illustrates how nanometer CMOS reliability issues can be categorized
into spatial and temporal unreliability effects. Spatial unreliability effects are imme-
diately visible right after production and are fixed in time. Spatial unreliability effects
can be random (e.g. random dopant fluctuations (RDF), line edge roughness (LER),
etc) or systematic (e.g. gradient effects, etc.). The effects depend on the circuit lay-
out, the neighboring environment, process conditions and the impact the geometry
and structure of the circuit and can lead to yield loss. This yield loss can be func-
tional or parametric, i.e. resulting in malfunctioning circuits or circuits with degraded
performance respectively. Temporal unreliability effects, on the other hand, are time-
varying and change depending on operating conditions such as the operating voltage,
temperature, switching activity, presence and activity of neighboring circuits. A dif-
ference is made between wearout or aging effects (e.g. hot carrier injection (HCI),
NBTI, etc.) and transient effects (e.g. electromagnetic interference (EMI), single
event upsets (SEU), etc.). In the following sections, these effects are discussed in
more detail.
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Fig. 2.2 A CMOS circuit can fail from spatial or temporal unreliability effects. The former are
visible right after production and can be random or systematic. The latter become a potential problem
during the operational lifetime of the circuit and present themselves as an aging effect or a transient
effect

2.3 Spatial Unreliability

Spatial unreliability or process variability is an increasing problem in nanometer
CMOS IC production. The problem results from the increasing complexity needed
to fabricate nanometer CMOS devices, combined with the scaling towards atomistic
device dimensions (<180 nm CMOS). Typically, parametric yield is used as a metric
to express the impact of these effects on the performance of the circuit right after
production.1 A high yield implies low spatial unreliability.

Two major sources of process variability are distinguished: local or intradie and
global or interdie effects. Local variability results in parametric variations of identi-
cally designed transistors across a short distance, typically within the same circuit.
This is also referred to as device mismatch. Global variability refers to variations
between devices that are separated by a long distance or that are fabricated at a dif-
ferent time. Typically global variability is variability from die to die, wafer to wafer
or lot to lot. Global variability causes a shift in the mean value of design parameters
such as channel length or doping density. Since most spatial unreliability problems
result from local variability effects, global variability is not discussed here. Local
variability originates from systematic and random reliability effects. The former
includes variability caused by optical proximity correction, layout-induced strain and
well-proximity effects. The latter includes random dopant fluctuation (RDF) effects,
line edge and width roughness (LER and LWR), fixed charges in the gate dielec-
tric and interface roughness. Systematic variability is typically addressed through

1 Parametric circuit failures are related to process variations and are circuits that do function but
with a performance outside the desired range. Catastrophic circuit failures result from process errors
or defects and are described by the functional yield. The latter are not covered in this work.
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careful layout design, compensating circuit techniques and with advanced manufac-
turing flows. Solving random variability issues, on the other hand, requires innovative
process and design techniques and accurate device models. For technology genera-
tions below 90 nm CMOS, the impact of random variability is becoming increasingly
important (Lewyn et al. 2009). Both the systematic and random variability effects
are discussed in more detail in the next sections.

2.3.1 Systematic Effects

While most device-related sources of spatial unreliability are random, a large fraction
of the variation of the interconnect is a function of layout characteristics (i.e. design
dependent). These sources of variability have a large systematic component. With
the aggressive scaling to smaller feature sizes, this component has become larger pri-
marily due to resolution limitations. The inability to scale the wavelength of the light
source for lithography has led to an increase of systematic variations, especially in
circuit areas with high interconnect and device density (Agarwal and Nassif 2007). To
mitigate these problems, a lot of research has gone into more advanced manufactur-
ing flows such as double-patterning technologies (DPT), optical-proximity correction
(OPC), extreme ultraviolet lithography (EUVL) and into design techniques such as
the use of extremely regular circuit layout (Strojwas 2011).

2.3.2 Random Effects

Random spatial unreliability results from physical phenomena such as random dopant
effects, line edge and width roughness, fixed charges in the gate dielectric and oxide
thickness variation resulting from interface roughness (Agarwal and Nassif 2007).
Random effects typically affect the mismatch between closely spaced identically
designed devices. At device level these effects mainly result in variations of the gate
length (L), the threshold voltage (VTH) and the current factor (β) (Zhao et al. 2007),
and they can to first order be modeled with Pelgrom’s model (Pelgrom et al. 1989):

σ(δVTH) ≈ AVTH√
W L

(2.1)

where σ(δVTH) is the standard deviation on the threshold voltage mismatch between
two identically sized transistors, W L is the size of the active area of one transistor
and AVTH is a technology-dependent constant commonly expressed in mV µm.2

2 Pelgrom’s model expresses the standard deviation on the difference between the threshold voltages
of two matched transistors. The standard deviation on the threshold voltage of a single transistor
can be found by dividing AVTH by

√
2.
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Fig. 2.3 Measured AVTH
values for minimum-length
pMOS devices as a function
of 350 nm over the minimum
feature size F . Extrapolating
the curve, significant improve-
ments are not expected beyond
the 65 nm technology node.
Data taken from Lewyn et al.
(2009)
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The actual relationship is more complex than (2.1) (Hong et al. 2011). Currently,
IC foundries supply Monte-Carlo (MC) simulation models to accurately simulate
the impact of process variations on transistor and circuit performance. Pelgrom’s
formula is however still used by designers for initial circuit design. It is therefore
interesting to look at AVTH trends in advanced technology nodes (see Fig. 2.3). From
Fig. 2.3 it is clear how AVTH does not improve much beyond the 90 nm technology
node. Where for older technologies (>180 nm) transistor matching was primarily
determined by lithographic accuracy that scaled well with technology, other factors
that do not scale well are now taking over (Lewyn et al. 2009). These effects are
discussed in the following sections.

Random Dopant Fluctuations

Variations of device parameters such as the transistor VTH partly result from fluctua-
tions in the amount and location of dopant atoms in the transistor channel (Takeuchi
et al. 2007; Kuhn et al. 2008). Since the number of dopant atoms in the channel of
scaled transistors is always decreasing, the impact of the variation associated with
the atoms increases. Figure 2.4 illustrates the decreasing average number of dopant
atoms as a function of technology. Note how the number of dopants decreases by
almost three orders of magnitude when going from a 1 µm (with around 1e4 dopant
atoms) to a 32 nm technology (with less than 100 dopant atoms). Random dopant
fluctuations (RDF) are assumed to be the major contributor to device mismatch of
identically designed devices. For example, in (Kuhn 2007) it is shown how the sim-
ulated RDF is responsible for around 65 % of the total NMOS VTH variation of a
65 nm CMOS technology. Similar results were obtained for a 45 nm PMOS transis-
tor, where RDF was responsible for 60 % of the σ(VTH). The effect of RDF on the
transistor threshold variation is frequently represented by (Stolk et al. 1998):

σ(VTH) ∝ tox

εox

4
√

N√
Weff Leff

(2.2)



2.3 Spatial Unreliability 21

10000

100000

10000

1000

1000

100

100

10

10

1
1A

ve
ra

g
e 

N
u

m
b

er
 o

f 
D

o
p

an
t 

A
to

m
s

Technology Node (nm)

Fig. 2.4 Average number of dopant atoms in the channel of a transistor as a function of the
technology node (Kuhn et al. 2008)

with tox the gate oxide thickness, εox the oxide permittivity, N the number of channel
dopants and Weff and Leff the transistor effective width and length. Equation (2.2)
shows that VTH matching improves with technology scaling (both tox/εox and N
reduce with smaller feature sizes). However, the device area (Weff Leff ) also decreases
with each new technology generation. Therefore the net result of RDF is a significant
increase in process variability for scaled CMOS technologies.

Line Edge/Width Roughness

Line edge and line width roughness (LER and LWR respectively) result from
subwavelength lithography. Since the 0.25 µm technology generation, the semi-
conductor industry has used subwavelength lithography to pattern transistors. Fab-
rication processes initially used the wavelength of light (λ = 248 nm) to pattern
minimum feature sizes of 250 and 180 nm transistors. Then the value of λ decreased
to 193 for 130 nm transistors and it has remained there ever since, even for 65 nm
and smaller transistors. As shown in Fig. 2.5, this lithographic gap causes the LER
and LWR effect (saha 2010). Although LER and LWR occur in both the front-end
and the back-end of a CMOS process, LER and LWR in the poly-gate patterning
are the primary concern (Kim et al. 2004). This results in both an increase of the
subthreshold current as well as a variation of the VTH (Asenov et al. 2003; Fukutome
et al. 2006). Further, assuming the variations on the line edge are not correlated,
σ(LWR) = √

2σ(LER). Asenov et al. (2003) studied the combined effect of LER
and RDF on current fluctuations. They demonstrated that these two sources of tran-
sistor variability are statistically independent. Experiments have shown that LER is
on the order of 5 nm and does not scale with technology. Also, LER has a much
stronger channel length dependence compared to RDF. LER is expected to replace
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Fig. 2.5 Line edge roughness and line width roughness are a major source of process variations
and result in an increase of the subthreshold current and variations on the VTH. Photo: (Mack 2006)

RDF as the dominant source of transistor mismatch as device scaling continues.
The transitional channel length is around 45 nm and depends on the actual device
architecture and on the lithographic process used to fabricate the devices.

Gate Dielectric Variations

The gate dielectric can suffer from various non-idealities and defects such as vari-
ations in the oxide thickness, fixed charges in the oxide and interface traps. These
physical effects result in parametric variations in the drive current, the gate tunneling
current and/or the VTH (Kuhn et al. 2008; Saha 2010).

Asenov et al. (2003) have shown that VTH fluctuations induced by local oxide thick-
ness variations become comparable to voltage fluctuations introduced by RDF for
sub-30 nm CMOS technologies. Moreover, the variability due to oxide thickness
fluctuations is statistically independent from the VTH variations introduced by RDF.
HKMG devices allow larger physical oxide thicknesses, but still suffer from large
oxide thickness variations due to the roughness of the interface between the silicon
and the high-k layer and between the high-k layer and the metal gate (saha 2010).

High-k gate dielectrics also suffer from fixed charges in the gate-oxide layer. These
charges can affect the carrier mobility and the VTH. As a consequence, variations in
the location of these charges may affect the distribution of the mobility and the VTH
(Kaushik et al. 2006). Further, electron mobility degradation and VTH instability due
to fast transient charging (FTC) in interface traps is an increasing concern for high-k
dielectrics (Kuhn et al. 2008).

Other Sources

Other sources of random process variability include: variations associated with
patterning proximity effects such as optical proximity correction (OPC), variations
associated with polish such as shallow-trench isolation and its effect on gates and
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interconnections and variations associated with strain such as high-stress capping
layers and embedded silicon germanium layers (Kuhn et al. 2008; Saha 2010).

2.4 Temporal Unreliability

Temporal unreliability becomes apparent after a circuit has been produced, when
it is used in a certain environment, at a given temperature and workload and over
a period of time. The impact of these effects on the circuit can be permanent or
temporary. Aging effects cause a gradual degradation of the circuit (which does not
always directly result in reduced circuit performance) and at least part of the damage
is permanent. Transient effects only temporarily distort the circuit performance and
the circuit performs back as before once the noise source is removed.

2.4.1 Aging Effects

Integrated circuit aging phenomena were first observed during the seventies and the
eighties. At that time, research effort was mainly focused towards understanding
these effects, rather than solving circuit reliability problems. In the nineties, how-
ever, circuit aging became more and more an issue due to the aggressive scaling of
the device geometries and the increasing electric fields. At that time, measurements
on individual transistors were used to determine circuit design margins in order to
guarantee reliability. After the turn of the century, the introduction of new materials
to further scale CMOS technologies introduced additional failure mechanisms and
made existing aging effects more severe. This section reviews the most important
integrated-circuit aging phenomena observed in sub-90 nm CMOS technologies: hot
carrier injection (HCI), time-dependent dielectric breakdown (TDDB), bias temper-
ature instability (BTI) and electromigration (EM).

Hot Carrier Injection

In general, hot carriers are particles that obtain a very high kinetic energy from
being accelerated in a high electric field. These energetic carriers can be injected
into ‘forbidden’ regions of the device, such as the gate oxide, instead of following
their intended trajectory. When injected into such a region they can get trapped
or cause the generation of interface states. These defects in turn lead to shifts in
the electrical characteristics of the transistor such as a shift of the VTH, the current
factor β and the output conductance go. The degradation of integrated circuits due
to hot carrier injection (HCI) first became a problem in the mid-eighties due to the
continuous scaling of transistor dimensions without accompanying supply voltage
reduction (Takeda et al. 1983; Tam et al. 1984; Hu et al. 1985). In the mid-nineties,
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the circuit operating voltage was dropped to reduce power consumption and graded
drain junctions were introduced to solve reliability problems. Hence, HCI became
less of an issue. Also, measurements on advanced HKMG CMOS transistors revealed
how high-k stacks appear to be more resilient to HCI stress than SiO2 stacks (Amat
et al. 2009). Nevertheless, HCI can still be a problem since supply voltage scaling
is slowing down in recent years because of the non-scalability of the subthreshold
slope (Wang et al. 2007; Maricau et al. 2008; Bravaix et al. 2009). HCI is primarily
a problem in nMOS devices (Lunenborg 1996; Parthasarathy 2006). Nevertheless,
although pMOS devices are less sensitive to HCI, the effect can enhance other aging
effects such as negative bias temperature instability (NBTI) (Parthasarathy 2006).

As illustrated in Fig. 2.6, four different hot carrier injection mechanisms can be distin-
guished (Takeda et al. 1983): channel hot electron (CHE) injection, drain avalanche
hot carrier (DAHC) injection, secondary generated hot electron (SGHE) injection
and substrate hot electron (SHE) injection.

1. When the gate voltage is approximately equal to the drain voltage, the channel
hot electron (CHE) injection effect is at its maximum. So-called ‘lucky elec-
trons’ gain sufficient energy to surmount the Si/SiO2 barrier at the drain end of
the channel, without loosing energy due to collisions with atoms in the channel
(see Fig. 2.6a). For low gate voltages, the field does not attract electrons to the

(a) (b)

(c) (d)

Fig. 2.6 Four different hot carrier injection mechanisms can be distinguished. a CHE. b SHE.
c DAHC. d SGHE
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gate electrode and for high drain voltages the electric field at the drain leads to
avalanche multiplication resulting in drain avalanche hot carrier generation. As
holes are much ‘cooler’ (i.e. heavier) than electrons, the channel hot carrier effect
in nMOS devices is shown to be more significant than in pMOS devices (Hu et al.
1985).

2. Substrate hot electron (SHE) or substrate hot hole (SHH) injection is the result
of a high positive or a high negative bias at the bulk of the transistor. This leads to
carriers in the substrate driven to the Si/SiO2 interface, gaining kinetic energy and
potentially surmounting the energy barrier at the channel/gate-oxide interface to be
injected into the oxide. In contrast to the other hot carrier generation mechanisms,
this effect is uniformly distributed along the channel instead of being concentrated
near the drain of the transistor (see Fig. 2.6b). This generation mechanism is
especially present in circuits where stacked devices, typically implying a non-zero
bulk bias, are used (e.g. current-source differential pairs and cascode circuits).

3. At stress conditions with high drain voltage and low gate voltage, electron-hole
pairs can be created due to impact ionization of the channel current near the
drain of the transistor. Each of these electrons and holes can then accelerate in
the channel electric field and can potentially surmount the Si/SiO2 barrier to get
trapped or to create interface states. This phenomenon is known as avalanche
multiplication and results in drain avalanche hot carrier generation (DAHC)
(see Fig. 2.6c). Additionally, some of the generated carriers lead to a bulk current.
The DAHC injection mechanism causes the most stringent device degradation
because a large amount of hot electrons are injected into the gate oxide at the
same time.

4. Secondary generated hot electron injection (SGHE) involves the generation
of hot carriers from impact ionization with a secondary carrier that was created
by an earlier impact ionization incident. This earlier generated carrier can be
generated under DAHC conditions or from photons generated in the high field
region near the drain (i.e. bremsstrahlung radiation). Under the influence of the
field generated by the substrate’s bulk bias, the first carriers are accelerated and
potentially generate secondary carriers. These secondary carriers also accelerate
in the bulk bias field towards the surface region where they further gain kinetic
energy to overcome the surface energy barrier (see Fig. 2.6d). SGHE is observed
as a rather small effect with limited contribution to the transistor degradation.

As explained above, each of the four hot carrier mechanisms occurs at different
transistor operating conditions. Typically, DAHC and CHE effects are much worse
than SHE and SGHE effects and therefore limit the device and circuit lifetime. For
transistors with a minimum gate length of 0.35 µm, DAHC has the worst effect
on transistor performance and is at its maximum when 2VGS = VDS. For smaller
transistor dimensions, on the other hand, CHE dominates the hot carrier degradation
effect (Takeda et al. 1983).
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Fig. 2.7 Hot carrier injection (HCI) is typically modeled with a power law time dependence. Here
the (measured and modeled) VTH shift of a 65 nm nMOS transistor, stressed with VGS = 1.5 V and
VDS = 2.0 V, is depicted (Maricau et al. 2008)

HCI is typically modeled with a power law dependence on the stress time (see
Fig. 2.7) (Hu et al. 1985; Kufluoglu and Ashraful Alam 2004; Maricau et al. 2008):

�VTH = AHCIt
nHCI (2.3)

where �VTH represents the HCI-induced VTH shift and nHCI is the time exponent
which is typically around 0.5 (Hu et al. 1985). The trapping generation of the car-
riers increases exponentially with increasing oxide electric field (Eox). Besides the
oxide electric field and the maximum lateral electric field (Elat), HCI dependence
on temperature (T ) and transistor length (L) has also been reported (Hu et al. 1985;
Wang et al. 2007; Maricau et al. 2008):

AHCI ∝ 1√
L

exp
(
αHCI,1 Eox

)
exp

(
−αHCI,2

Elat

)
(2.4)

with αHCI,1 and αHCI,2 technology-dependent parameters. In addition to the average
effect, predicted by (2.3) and (2.4), HCI also introduces an extra source of variability,
due to the randomly generated traps in the gate dielectric or at the substrate/dielectric
interface. Further, this effect has been shown to be more pronounced for sub-65nm
technologies (Magnone et al. 2011).

Time-Dependent Dielectric Breakdown

The correct operation of a MOS transistor relies on the insulating properties of
the dielectric layer below the gate electrode of the transistor (Stathis 2001). Each
dielectric material has a maximum electric field it can sustain. When a larger electric
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Fig. 2.8 Multiple breakdown spots at the drain junction of an nMOS transistor. Note the thermal
damage to the silicon. Source Yazdani (2011)

field is applied, this leads to hard breakdown (HBD). HBD is an extremely local
phenomenon, characterized by a loss of the gate oxide insulating properties and
allowing a large gate current to flow.3

At lower electric fields, the insulator can wearout after some time and finally
break down completely. This is called time-dependent dielectric breakdown (TDDB)
(Fig. 2.8).

Prior to oxide TDDB, a degradation process of the dielectric takes place that initiates
the generation of traps in random positions inside the oxide and at the interface.
A stress-induced leakage current (SILC) is produced during this degradation stage
(Kamohara et al. 1998; Young et al. 2012). If the dielectric degradation increases,
a critical trap density is reached and BD occurs. Due to this behavior HBD is a
stochastic phenomenon and can be described using a Weibull probability distribution
(Wolters and van der Schoot 1985; Wu and Su 2005):

F(tBD) = 1 − exp

[

−
(

tBD

αBD

)βBD
]

(2.5)

with F(tB D) the cumulative density function for the time-to-BD. αBD and βBD are
technology-dependent parameters.

3 Besides TDDB, which is a time-dependent wearout effect, oxide BD can also result from electrical
overstress (EOS), electrostatic discharge (ESD) or under the presence of weak spots in the oxide.
EOS and ESD involve the application of a high voltage being applied across the oxide. This causes
a dramatic increase of the gate current, localized heating and a meltdown of the silicon. Early life
BD failures due to weak spots in the oxide are essentially similar to TDDB, but happen within the
first year of the circuit operational life. This work focuses aging effects, therefore EOS, ESD and
early life failures are not discussed here.
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During a breakdown degradation process, different BD modes can be distinguished.
Depending on the thickness of the gate oxide, one or more modes occur. The most
harmful mode, the Hard-BD (HBD), provokes the complete loss of the oxide dielec-
tric properties with gate currents in the mA range at standard operation voltages.
However, HBD is in nanometer CMOS technologies only a significant reliability
threat at elevated operating voltages (i.e. VGS > 1.2V for EOT = 0.9 nm) (Degraeve
et al. 2008; Pae et al. 2010).

For oxide thicknesses below 5 nm (i.e. sub-180 nm CMOS), HBD can be preceded
by Soft-BD (SBD). SBD can be observed as a partial loss of the dielectric properties,
resulting in a small increase of the gate current and a significant increase of the gate
current noise (Gielen et al. 2008). Finally, in ultra-thin oxides (approximately below
2.5 nm thickness), SBD is followed by Progressive-BD (PBD), until final HBD. PBD
is detected as a slow increase of the gate current over time (see Fig. 2.9).

When looking at the impact of BD on the transistor electrical characteristics, it has
been shown that the degradation process prior to BD (Martín-Martínez et al. 2007)
and the BD spot location (Fernández 2007) can vary largely for transistors of the
same size and therefore have a strong influence on the channel current. The transistor
geometry also has a strong impact on this current. Although right after SBD a very
limited effect is observed (Kaczer et al. 2004), a significant influence on the transistor
characteristics is produced at longer times (Kaczer et al. 2004; Cester et al. 2004).
This can be modeled as a local mobility reduction in the BD region (Cester et al.
2004). Another important aspect of gate oxide breakdown is the fact that one BD
does not necessarily imply circuit failure (Kaczer et al. 2002).

Fig. 2.9 Evolution of the gate current under constant voltage stress (CVS with VG = 2.75 V and
T = 140 ◦C, top curve) and the stress-induced leakage (SILC) at 1V (bottom curve). The stressed
devices are 8 µm2 nFETs with a tox = 1.35 nm. tBD indicates the first soft breakdown (SBD) event,
tFAIL marks the initiation of the hard breakdown (HBD) effect. The residual time (tRES) between
soft and hard breakdown depicts the progressive breakdown state. Source (Sune et al. 2006)
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Bias Temperature Instability

Bias Temperature Instability (BTI) recently gained a lot of attention due to its increas-
ingly adverse impact in nanometer CMOS technologies (Schroder and Babcock
2003). BTI is typically observed as a VTH shift after a bias voltage has been applied
to a MOS gate at elevated temperature. For example, when measured over a lifetime
of 5 years and under normal operating conditions, VTH shifts of up to 30 mV can be
expected for transistors processed in a sub-45 nm technology (Kaczer et al. 2010).
BTI-induced degradation of the carrier mobility has also been measured (Schroder
and Babcock 2003).

Two different BTI phenomena can be observed: negative BTI (NBTI) and posi-
tive BTI (PBTI). NBTI occurs in pMOS transistors when a negative bias voltage is
applied. This effect is a significant reliability threat in both older SiO2 and SiON
technologies and is still a problem in newer HKMG technologies (Degraeve et al.
2008). The PBTI effect affects nMOS transistors and results in a similar wearout
behavior as NBTI, but has only been observed in HKMG nMOS devices. There,
the impact of PBTI on the transistor characteristics can be similar to or even larger
than the NBTI effect (Grasser et al. 2010). Currently, there still is no consensus
about the microscopical origins of both BTI phenomena. Most authors argue that
the NBTI effect results from a combination of hole trapping in oxide defects and
generation of interface states at the channel oxide interface (Schroder and Babcock
2003; Kaczer et al. 2008; Grasser and Kaczer 2009). PBTI is believed to come from
electron trapping in preexistant oxide traps, combined with a trap generation process
(Crupi et al. 2005; Ioannou et al. 2009). Further, initial research on next generation
CMOS structures such as multi-gate devices (MuGFETs, FinFETs, etc.) indicates
that BTI remains a problem in future CMOS technologies (Groeseneken et al. 2008;
Wang et al. 2011; Feijoo et al. 2012).

When time-dependent voltage stress is applied, a peculiar property of the BTI mecha-
nism is revealed: the so-called relaxation or recovery of the degradation immediately
after the stress voltage has been reduced (see Fig. 2.10) (Kaczer et al. 2008). This
phenomenon greatly complicates the evaluation of BTI, its modeling, and the extrapo-
lation of its impact on circuits. It currently appears that BTI degradation does not fully
recover when the stress is removed, hence leaving a permanent residual degradation.
BTI degradation can therefore be modeled as a combination of a permanent and a
recoverable degradation component (Grasser and Kaczer 2009; Maricau et al. 2011):

�VTH ∝
⎡

⎢
⎣exp (α1VGS) tnP

︸ ︷︷ ︸
Permanent Part

+ V α2
GS(CR + nR log10(t))︸ ︷︷ ︸

Recoverable Part

⎤

⎥
⎦ exp

(
− Ea

kT

)
(2.6)

where �VTH is a function of the transistor gate-oxide electric field (Eox) and the
temperature (T ). Further, α1,α2 are technology-dependent voltage scaling factors,
Ea is the activation energy, CR, nP and nR are the time exponents for the permanent
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Fig. 2.10 The time-dependent VTH shift of a pMOS transistor subjected to a triangle-shaped stress
voltage (see a). Part of the NBTI damage is recovered, every time the stress is reduced (see b)
(Maricau et al. 2011)

and recoverable part and k is the Boltzmann constant. Note how Eq. (2.6) is only valid
for a fixed stress voltage, an accurate BTI model for time-varying stress voltages is
given in Chap. 3. Also, it is important to note that BTI is shown not to be frequency-
dependent (i.e. at least for measurements up to 3 GHz) (Sasse 2008; Ramey et al.
2009). Further, BTI drain bias dependency has also been observed (Schlünder et al.
2005; Luo et al. 2007).

BTI effects in large micrometer-sized transistors are typically considered
deterministic (Wang et al. 2007; Maricau et al. 2011). The application of a given stress
on matched transistors therefore results in an identical shift of the transistor parame-
ters. Scaling transistors down to nanometer dimensions, however, gradually changed
these deterministic effects into stochastically distributed failure mechanisms due to
an ever-increasing impact of individual trapping and detrapping events (Kaczer et al.
2010, 2011) (see Fig. 2.11). At device level this results in a time-dependent shift of
the transistor parameters (�VTH = f(t)) augmented with a time-dependent increase
of the standard deviation on these parameters (σ(VTH) = g(t)). Initially matched
transistors, processed in ultra-scaled nanometer CMOS technologies, can therefore
cause circuit performance failure resulting from increased time-dependent transistor
mismatch (Gielen et al. 2011).

Electromigration

Electromigration (EM) is an aging effect taking place in interconnect wires, contacts
and vias in an integrated circuit (Tu 2003). The effect causes material transport by
gradual movement of the ions in a conductor due to the momentum transfer between
conducting electrons and the diffusing metal atoms. EM is important in applications
where high direct current densities are used. Integrated circuits are very prone to this

http://dx.doi.org/10.1007/978-1-4614-6163-0_3


2.4 Temporal Unreliability 31

Fig. 2.11 Due to the discrete nature of trapping and detrapping events, the time-dependent BTI VTH
shift becomes stochastic for small devices in sub-45 nm CMOS. The lifetime of a large transistor
with 800 defects (left) is much better defined than the lifetime of a small transistor with only 12
defects (right) (Kaczer et al. 2011)

effect, since current densities in excess of 1e5A/cm2 are being measured (Tu 2003;
Lewyn et al. 2009). A typical household extension cord carries only about 1e2A/cm2

as it is limited by Joule heating rather than electromigration. The electromigration
phenomenon is already known for over 100 years, but first became a practical problem
in 1966 when the first integrated circuits became commercially available. Figure 2.12
illustrates how the gradual shift of the metal can create a void (open) or a hillock
(short) which can potentially cause circuit failure.

In a homogeneous crystalline structure, there is hardly any momentum transfer
between the conducting electrons and the metal ions. However, at the grain bound-
aries, this homogeneity does not exist and the conducting electrons have a large
impact on the metal ions. This causes atoms to become separated from the grain
boundaries and to be transported in the direction of the current, along the grain
boundaries (Jerke and Lienig 2004). The mean time-to-failure (MTTF) of a wire,
when subjected to electromigration, can be expressed by Black’s law (Black 1969):

Fig. 2.12 Hillock and void formations in wires due to electromigration (Jerke and Lienig 2004)
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MTTF = A

J n
exp

(
Ea

kT

)
(2.7)

with A a constant dependent on the cross-sectional area of the interconnect wire,
J the current density, Ea the activation energy (e.g. 0.7 eV for aluminum), k the
Boltzmann constant, T the temperature and n a scaling factor (typically n = 2).
Note how, besides the current density, the temperature also strongly affects the life-
time of the wire. For an interconnect to remain reliable at high temperatures, the
maximum current density must decrease. EM is a very layout dependent phenom-
enon. The MTTF of a wire does not only depend on the width of the wires, but
particular attention must also be paid to vias and contact holes. Since the ampacity
of a (tungsten) via is less than of a metal wire, a via is more prone to EM compared
to a wire with the same dimensions. Where needed, multiple vias must therefore be
used. Also, these vias must be organized such that the current is distributed evenly
through all the vias. Additionally, 90-degree corner bends in wires must be avoided,
since the current density in such bends is higher than that in oblique angles (Jerke
and Lienig 2004; Lienig and Jerke 2005).

In older technologies, aluminum was commonly used as a conducting material for
interconnect wires. Aluminum has a good conductivity and a good adherence to
the silicon substrate. However, aluminum is very susceptible to electromigration.
Research indicated how adding 1–2 % of copper to aluminum increased the resis-
tance to EM about 50 times. This effect is attributed to the fact that copper inhibits
the diffusion of atoms along the grain boundaries (Tu 2003). Due to the further scal-
ing of CMOS technologies, a need for a better interconnect conductor than Al(Cu)
(having a lower resistance-capacitance delay) was needed. Therefore the industry has
turned to full-copper interconnect wires. Copper has a much higher melting point
than aluminum and therefore atomic diffusion should be much slower in copper than
in aluminum. So, electromigration should be much less in copper interconnects. Sur-
prisingly, the benefit is not as big as expected, and when compared to Al(Cu) wires,
copper wires have a lower MTTF. As a solution, tin has been found very effective
in retarding electromigration in copper (Tu 2003). However, electromigration still
remains a major problem in nanoscale CMOS circuits today (Zhang et al. 2010).

2.4.2 Transient Effects

Transient unreliability effects distort the normal operation of a circuit for a limited
time period. Typically the term signal integrity (SI) is used to describe how the quality
of a signal in an electronic system changes under these transient effects. Is the signal
properly transferred from one subcircuit to the next and what is the quality of the
signal at the circuit output? A good-quality signal guarantees high-speed reliable
data transfer within a system and between different systems. A signal waveform in
an integrated circuit can be distorted by two types of unwanted signals: noise and
interference.
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Noise

Noise is an unwanted and random perturbation of a signal and results from active
or passive devices (e.g. thermal noise, flicker noise, popcorn noise, etc.) within the
circuit itself. Noise is bounded by physical limitations and influenced by the fabri-
cation process (technology, device selection, processing quality, etc.). Since device
noise determines the minimum detectable signal level, the operation of analog cir-
cuits in particular is very prone to these noise sources. Noise is typically modeled as
an input-referred noise source, determined from circuit noise analysis and quantified
using the noise figure (NF) and signal-to-noise ratio (SNR) parameters. Noise is the
ultimate limit to performance in electronic circuits.

Electromagnetic Interference

Electromagnetic interference (EMI) is defined as the influence of unwanted signals
generated by a source circuit and picked up by a receptor or victim circuit, affecting
its signal performance and quality. The coupling path between the source and the
victim circuit can be conductive, capacitive, magnetic or radiative. A coupling path
can also consist of two or more of these coupling mechanisms working together. As
opposed to noise, an electromagnetic signal has a source or origin external to the
(sub)circuit it affects. The source signal can be deterministic (man-made) or random
(natural). Examples of natural electromagnetic interference sources are atmospheric
noise (e.g. produced by lightning during thunderstorms) and cosmic noise. Man-
made interference signals can be functional signals, which are generated during
the normal operation of the source circuits, or accidental signals. Examples of man-
made interference are on-chip crosstalk and simultaneous switching noise (functional
EMI caused by other circuits that are part of the system) and mobile devices, engine
ignitions and microwave ovens (accidental EMI caused by unrelated external sources)
(Redoute 2009; Loeckx 2010).

1. On-chip crosstalk between two circuits or circuit elements (e.g. interconnect
wires) is defined as a deviation from the ideal signal waveform propagating in the
victim circuit, caused by the influence of signal transitions in the source circuit.
Basically, three types of parasitic coupling may result in crosstalk: electric field
coupling, magnetic field coupling and common impedance coupling. The latter
occurs when multiple current paths share the same conductor. If the source circuit
generates noise in the conductor, in the form of alternating current, the voltage
over the finite-impedance conductor is modulated. Therefore, the current going to
the victim circuit is also modulated and the operation of the victim circuit might
be affected. Electric field coupling, on the other hand, results from capacitive
coupling between different interconnect nets. In the same way, magnetic coupling
can be modeled by coupled inductors (Redoute 2009).

2. Simultaneous switching noise (SSN) is a particular case of common impedance
crosstalk when subcircuits on the same IC share the same power distribution bus.
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This phenomenon is also known as power/ground noise, ground bounce, substrate
noise or dI/dt noise when the power/ground signal is connected with a bondwire.
Simultaneous switching of multiple digital gates produces large transient current
spikes which flow through the power and ground lines of the chip (Redoute 2009).
In case of a mixed-signal circuits, SSN is the primary source of substrate noise,
where interference generated by the digital circuit influences the operation of a
neighboring and potentially sensitive analog circuit (Donnay and Gielen 2003;
Stefanou 2011).

3. Energetic particles such as alpha and gamma particles result in ionized radiation
of the semiconductor material and potentially cause a non-destructive change in
the state of CMOS devices. Naturally occurring alpha particles, impinging on
the transistors in a circuit, generate electron-hole pairs in several picoseconds.
The charges generated in or near the depletion region are separated by the oxide
electric field. These particles are particularly dangerous for storage devices or
memories as they initiate state changes, resulting in a soft error or single event
upset (SEU).

4. Radiated EMI is a form of electromagnetic interference where a remote source
(e.g. another circuit, a cellphone antenna, a running engine or a microwave oven)
becomes an unintentional transmitter of electromagnetic waves that are picked up
by the victim circuit. The receiver antenna in the victim circuit can be formed by
PCB traces, connection cables or wire loops in the integrated circuit. Once picked
up, the irradiated signal can disturb the normal operation of the victim circuit.

Typically, a circuit is subjected to various sources of electromagnetic interference
at the same time. The power and frequency spectrum of these interference sources
can also vary with the environment, the temperature and the circuit workload (e.g. in
case of interconnect crosstalk or substrate noise). It is therefore, at design time, very
hard to predict the impact of unwanted interference signals on the operation of the
circuit. To guarantee reliable circuit operation, electromagnetic compatibility (EMC)
regulations for both emission of (EME) and susceptibility to (EMS) interference
signals are used. Each circuit, depending on the field of application, must comply
to these rules. The international electrotechnical commission (IEC), for example, is
one of the international standards organizations which are addressing the need for
standardized IC EMC test methods, such as the IEC 61000 standard (IEC 61000
structure 2012).

2.5 Conclusions

This chapter has briefly reviewed the major unreliability effects affecting the correct
operation of circuits integrated in a nanometer CMOS technology. A distinction
between spatial and temporal unreliability effects has been made. The former are
visible right after fabrication and include random dopant effects, line edge rough-
ness and oxide thickness variations as dominant phenomena in sub-65 nm CMOS.
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Temporal unreliability effects are time-dependent and include aging effects (e.g. bias
temperature instability and electromigration) and transient effects (e.g. noise and
electromagnetic interference). The description of the effects in this chapter, though
being far from complete, has summarized the most important aspects of CMOS reli-
ability and additional references have been provided for the interested reader. The
remainder of this work focuses on temporal transistor aging effects, although spa-
tial random effects are also included in the circuit reliability simulator proposed in
Chap. 5.

http://dx.doi.org/10.1007/978-1-4614-6163-0_5


Chapter 3
Transistor Aging Compact Modeling

3.1 Introduction

The focus of this work is on simulation and analysis of the impact of transistor aging
on ICs integrated in nm CMOS processes. Accurate circuit simulation starts with the
availability of good transistor compact models. This chapter therefore discusses the
development of a set of models for simulation of the most important aging effects.
Most models present in literature focus on understanding the underlying physical
effects related to transistor aging, rather than on developing a good compact model.
Such a compact model should not only be accurate, but also easy to calibrate and
easy to evaluate. Further, it should include all important circuit parameters such as
applied stress voltages, transistor dimensions, temperature, etc.

This chapter discusses the development of a transistor compact model for the most
important transistor aging effects. First, Sect. 3.2 discusses existing models for hot
carrier injection and then proposes a new model optimized for analog circuit sim-
ulation. Similarly, Sect. 3.3 first focuses on existing models for bias temperature
instability (NBTI). These models, however, are typically too complex for circuit
simulation or do not properly include the impact of time-varying stress. There-
fore, a new NBTI compact model, solving these problems, is proposed. Next,
Sect. 3.4 focuses on models for time-dependent dielectric breakdown. Section 3.5
then proposes an aging-equivalent transistor model to enable simulation of the com-
bined impact of all the different aging effects. To enable a designer to do get a
quick estimate of the impact of aging on a circuit, Sect. 3.6 also discusses a first-
order aging model for hand calculations. The conclusions of this chapter are given
in Sect. 3.7.

E. Maricau and G. Gielen, Analog IC Reliability in Nanometer CMOS, 37
Analog Circuits and Signal Processing, DOI: 10.1007/978-1-4614-6163-0_3,
© Springer Science+Business Media New York 2013
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3.2 Hot Carrier Injection

Transistor damage due to hot carrier injection (HCI) was a major reliability problem
in the early eighties (Takeda et al. 1983; Tam et al. 1984; Hu et al. 1985). Later, when
supply voltages were scaled down and graded drain junctions were introduced, HCI
became a less dominant reliability problem. However, HCI can still pose a problem
for circuits processed in high voltage or older CMOS technologies (i.e. >90 nm)
(Moens et al. 2010). Even analog circuits processed in more advanced nodes could
be at risk, especially when large voltages are applied (e.g. inductor-based oscillators
or power amplifiers) (Chouard et al. 2010; Sagong et al. 2011). Therefore, it is still
important to correctly estimate the impact of HCI on the behavior of a circuit. This
requires an accurate HCI compact model. HCI mainly occurs in nMOS transistors
and causes a shift of important transistor parameters such as the threshold voltage
and the carrier mobility.

This section first reviews the most important HCI models published in literature.
Then, a new compact model, intended for reliability simulation of analog circuits,
is proposed. To facilitate calibration and evaluation, the model uses design-related
parameters such as transistor voltages and currents. Further, the model supports the
evaluation of time-varying stress voltages, which is crucial when analyzing ana-
log circuits. The model is calibrated in a 65 nm CMOS technology. A final section
discusses the impact of HCI in sub-45 nm CMOS technologies.

3.2.1 Background

Of all transistor aging effects, HCI is most thoroughly investigated and documented in
literature. As a consequence, a large number of compact models have been developed.
This section reviews some of the most important and most commonly models used
for circuit lifetime evaluation.

The Lucky Electron Model

Most HCI compact models available in literature are based on the ‘lucky electron’
model (LEM). The concept was first introduced by Shockley in 1961 to explain
bulk phenomena (shockley 1961) and later became very popular as the underlying
mechanism in a lot of HCI models (Takeda et al. 1983; Hu et al. 1985; Leblebici
and Kang 1993; Kufluoglu and Ashraful Alam 2004; Wang et al. 2007). The lateral
electric field near the drain region of a transistor is considered as the main reason
behind the HCI phenomenon. First, when carriers are emitted out of the source, they
are accelerated in the channel. Then, near the drain region, some of those carriers
(also called ‘lucky’ carriers or ‘lucky electrons’ in case of nFET devices) are injected
into the gate oxide, under the influence of the large lateral electric field near the drain.
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There, they create interface states and oxide charges resulting in a shift of important
transistor parameters such as the threshold voltage. This HCI mode is also referred
to as channel hot carrier (CHC) injection and is the most dominant HCI mechanism
for longer channel devices that operate in the low VGS regime (Li et al. 2008).

Hu et al. (1985) was one of the first to introduce a HCI model based on the lucky
electron concept. Most HCI models published later are based on the same theory but
propose a different analytical formulation or are intended to accommodate the model
to more advanced CMOS technologies. For example, Kufluoglu and Ashraful Alam
(2004) unified the HCI and NBTI effect into one model, based on the generation of
interface traps due to Si–H bond dissociation. This theory was used later by Wang
et al. (2007) to develop a HCI model for simulation of digital circuits processed
in advanced nanometer CMOS technologies. In this semi-empirical model, HCI is
expressed in terms of the number of generated interface states �NIT:

�NIT = C1

[
IDS

W
exp

(
− φIT,e

qλe Elat

)
Tstr

]n

(3.1)

where W is the transistor channel width, IDS is the drain-source current, Elat is the
peak lateral electric field at the drain, Tstr the stress time, φIT,e the critical energy
for electrons to create an interface trap (φIT,e ≈ 3.7 eV (Hu et al. 1985)), λe is the
hot-electron mean-free path (λe ≈ 6.7 nm (Leblebici and Kang 1993)) and C1 and
n are process-dependent constants (C1 ≈ 2 (Leblebici and Kang 1993) and n ≈ 0.5
(Wang et al. 2007; Maricau et al. 2008)). In Eq. (3.1), Elat is the most important
parameter, but is difficult to obtain accurately with an analytical model. Therefore,
especially in earlier models, HCI stress is typically captured as a function of the
substrate current Isub:

�NIT = C2

(
Isub

W

)α

T n
str (3.2)

where C2 and α are technology-related constants. Temperature acceleration is often
regarded as a minor effect in most HCI models, but can be modeled with an additional
Arrhenius temperature factor:

�NIT = C3

(
Isub

W

)α

exp

(
Ea

kT

)
T n

str (3.3)

where the activation energy Ea is typically around −0.05 eV (Lunenborg 1996;
Maricau et al. 2008). Eventually, the number of generated interface states, can be
related to a shift in transistor parameters such as the threshold voltage VTH and the
carrier mobility μ (Sun and Plummer 1980):
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VTH = VTH,0 + q NIT

Cox
(3.4)

μ = μ0

1 + β�NIT
(3.5)

where q is the magnitude of the electric charge of an electron (q = 1.602e–19C),
Cox is the oxide capacitance per unit area. VTH,0 and μ0 are the threshold voltage and
carrier mobility for an unstressed transistor respectively. β is a process-dependent
parameter.

Alternative Models

Although most HCI models are based on the LEM, these models only include one
source of hot carriers. However, as discussed in Sect. 2.4, three other HCI mechanisms
have also been identified are can potentially result in a time-dependent shift of the
transistor behavior. To account for these effects, more advanced HCI models have
been published in literature. For example, Li et al. (2008) proposed an improved
model that includes the three most important sources of hot carriers: channel hot
electrons, substrate hot electrons and drain avalanche hot carriers, depending on the
drain current, the substrate current and the drain voltage respectively. Tudor et al.
(2011) further improved on Li’s model by combining the separate effects into one
model that is equally accurate but easier to calibrate.

Further, when scaling to deep-submicron technologies and working at lower volt-
ages, different and more accurate explanations for the HCI effect have been pro-
posed. In 2001, Rauch et al. suggested electron–electron scattering as the dominant
reaction behind HCI in nanometer CMOS nFETs. That model was further refined
in (Rauch and La Rosa 2005). Guerin et al. (2007) confirmed this energy-driven
approach and they showed how, in the high-energy long-channel case, this approach
allows to retrieve LEM-like equations. Further, when the energy is lowered, high-
energy electrons are mostly generated by electron–electron scattering. Finally, for
even lower energies, the multiple vibration excitation mechanism dominates the hot
carrier degradation rate. This understanding led to the development of new and more
complete models to estimate HCI in advanced CMOS processes (Bravaix et al. 2009).

3.2.2 A HCI Compact Model for Circuit Simulation

In Sect. 3.2.1 an overview of existing HCI models has been given. Over a scope of
30 years, various HCI models have been developed. Starting from models based on
the ‘lucky electron’ concept in the eighties towards more advanced models based on
an energy-driven approach early in the twenty-first century. However, most of these
models are intended to better understand the physical mechanisms behind the HCI

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
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phenomenon, rather than to provide a compact model for circuit simulation. As a
consequence, the industry standard for HCI effects analysis remained based on the
Isub-based LEM, as proposed by Hu et al. (1985) (also see Eq. (3.2)). This model
is however no longer valid for advanced nanometer CMOS processes, since Isub is
then dominated by other leakage components such as gate leakage, junction current
and gate-induced drain leakage (Wang et al. 2007). Therefore, Wang et al. (2007)
proposed a HCI compact model based on the LEM, but optimized for digital circuit
reliability simulation in nanometer CMOS. In this section, a alternative HCI compact
model for analog circuit simulation in sub-250 nm CMOS is discussed.

A DC Model

The model is developed based on the reaction-diffusion (RD) approach proposed
by Kufluoglu and Ashraful Alam (2004) and is also based on the LEM. As will be
discussed in Sect. 3.3.2, the RD model has a number of drawbacks and is therefore
not well suited to develop a BTI compact model. One of these drawbacks is the
absence of support for oxide trapping in the RD model. Oxide trapping, however, is
related to the typical BTI recovery effect upon stress removal. Nevertheless, the RD
model can still be used to model the hot carrier effect since traps are only generated
near the drain end of the transistor and therefore recovery effect is negligible. The
RD model consists of a set of two differential equations describing the generation of
hydrogen particles near the channel/oxide interface and their diffusion towards the
gate contact. These equations can be solved numerically when analyzing only one
transistor, but such an approach is not appropriate when analyzing an entire circuit.
The computational effort would indeed be too large. Starting from a freshly fabricated
transistor subjected to a constant voltage stress, the RD model can be simplified to
(Kufluoglu and Ashraful Alam 2004):

NH(0)NIT ≈ kF

kR
N0 (3.6)

where NIT represents the number of interface traps (i.e. broken Si–H bonds), N0 is the
initial number of unbroken Si–H bonds and kF is the oxide-field-dependent forward
dissociation rate constant. The broken Si-bonds act as a donor trap and contribute to
the shift in the threshold voltage. NH (0) is the hydrogen concentration at the interface
(x = 0) and kR is the annealing rate constant. Hot electrons in the transistor channel
induce the breaking of Si–H bonds. As there is no common agreement on how the
H -atoms diffuse into the oxide, an artificial Hx diffusion particle is assumed. As such
this derivation extends the work described in Kufluoglu and Ashraful Alam (2004)
and additionally, it includes explicit dependence on the length of the transistor. The
hydrogen reaction at the channel/oxide-interface can be represented by the following
equilibrium equation:

NHx = kH N nx
H (3.7)
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Fig. 3.1 Hydrogen particles Hx result from broken Si–H bonds due to HCI. The hydrogen particles
diffuse equally in all directions into the gate oxide

with kH a reaction constant and nx the number of hydrogen atoms per hydrogen
particle. NHx is the concentration of hydrogen particles per volume. The number
of interface traps can also be calculated by integrating the number of broken Si–H
bonds. The hydrogen particles diffuse from the drain, where they are created, into the
gate oxide. The diffusion is assumed to be equal in all directions (see Fig. 3.1). The
position of the diffusion front is a function of time and can be described as

√
DHx t

(Kufluoglu and Ashraful Alam 2004). Every Hx particle consists of nx H-atoms,
therefore the average number of interface traps per unit area can be calculated as:

NIT = πW

2Atot
nx

∫ √
DHx t

0

(
NHx (0)

[
r − r2√

DHx t

])
dr

= NHx (0)
πnx

12L
DHx t (3.8)

where W and L represent the width and length of the transistor and Atot is the total
area under the transistor gate. Combining (3.6), (3.7) and (3.8) eventually results in:

NIT =
(

kF N0

kR

) nx
1+nx

(
nxπkH

12L
DHx

) 1
1+nx

t
1

1+nx (3.9)

The number of interface traps NIT is directly related to a shift in transistor perfor-
mance parameters such as the threshold voltage (also see Sect. 3.5), therefore:

�VTH = CHCI

(
kF N0

kR

) nx
1+nx

(
nxπkH

12L
DHx

) 1
1+nx

︸ ︷︷ ︸
AHCI

t
1

1+nx (3.10)

with CHCI a technology-dependent parameter. To use this model in a circuit simula-
tor, physics-related model parameters in Eq. (3.10) have to be related to observable
transistor parameters such as voltages, currents and transistor dimensions:

1. The forward reaction constant, kF, is a function of the transistor temperature and
the biasing voltages of the transistor (Alam and Mahapatra 2005; Wang et al.
2007).
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kF ∝ Cox(VGS − VTH) · exp

(
Eox

E0

)
· exp

( −φIT

qλElat

)
· exp

(−EkF

kT

)
(3.11)

The first term in (3.11) represents the number of carriers in the channel, the
second term expresses the dependence of kF on the gate oxide field Eox with
E0 a technology-dependent constant. Eox is a function of VGS. The third term
represents the probability for an electron to gain an energy φIT or more in an
electric field Elat. φIT is the minimum impact ionization energy in electronvolts.
λ is the mean free path of an electron travelling through the channel. Elat is the
maximum horizontal electric field in which the electrons accelerate and depends
both on VDS and VGS. Finally, the last term in Eq. (3.11) is an Arrhenius tempera-
ture dependency with activation energy EkF . A higher temperature increases the
silicon lattice vibration, which decreases the free path length of an accelerating
electron in the pinch-off region and thus reduces the number of hot carriers. This
results in a negative activation energy EkF .

2. The reverse reaction constant, kR , and the diffusion constant, DHx , only depend
on the temperature via an Arrhenius factor:

kR ∝ exp

(−EkR

kT

)
(3.12)

DHx ∝ exp

(−EDHx

kT

)
(3.13)

The corresponding activation energies, EkR and EDHx
are, in contradiction to EkF ,

positive instead of negative.

Combining all constant terms in (3.10) and replacing kF, kR, and DHx by stress
and device parameter dependent terms results in a CHC compact model as pre-
sented in Table 3.1. E0, nx , Ea and A are to be determined for every process through
measurements. From Eq. (3.10) and Table 3.1 one can see how the analytic expres-
sion proposed here has a time-dependent behavior of the form AHCItnHCI with AHCI
depending on the stress conditions and nHCI ≈ 0.5. This is in good agreement with
other models proposed in literature (Hu et al. 1985; Kufluoglu and Ashraful Alam
2004). Note that for large VTH shifts, the length of the pinch-off region (parameter
l in the model) decreases (Wong et al. 1997). This results in an increasing number
of channel interface traps, decreasing the carrier mobility. Further, parameter l also
changes for varying transistor lengths and drain voltages (Wong et al. 1997).

The HCI model discussed above was verified experimentally on an IMEC 65 nm
process. A transition method using the subthreshold to strong inversion transition
region is adopted to extract the VTH (Garcia sanchez et al. 2000). Each device is
stressed over a period of 9000 s and the threshold voltage is extracted during mea-
surement phases that increase geometrically over time. The model peters, extracted
from the measurement data, are also given in Table 3.1. Figure 3.2 compares the
model with measurement results, for various combinations of the gate and drain
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Table 3.1 DC channel HCI compact model and parameter values extracted for a 65 nm CMOS
process

�VTH AHCIt
1

1+nx

AHCI CHCI [(VGS − VTH)Kv]
nx

1+nx

(nx

L

) 1
1+nx

Kv exp

(
Eox

E0

)
exp

( −φIT

qλElat

)
exp

(
− Ea

kT

)

Eox
(VGS − VTH)

tox

Elat
(VDS − VDSAT)

l

VDSAT
Esat L (VGS − VTH)

Esat L + (VGS − VTH)

Esat
2vsat

μeff

μeff
μ0

1 + θ(VGS − VTH)

CHCI 1.5e–5 nx 1.21
E0 (V/m) 0.71e8 Ea (eV) −0.06
tox (m) 2.2e–9 φIT (eV) 3.7
λ (m) 7.8e–9 l (m) 45e–9
vsat (m/s) 1e5 μ0 (cm2/Vs) 235
θ (V−1) 0.95 k (J/K) 1.38e–23
VTH,0 (V) 0.2 q (C) 1.602e–19
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Fig. 3.2 Validation of the DC HCI model for various combinations of the gate and drain voltages.
The model (lines) fits the measurement data (markers) very well

voltages. The model fits the measurement data very well. Figure 3.3 depicts the mea-
surement results for three measurements on different devices but under the same
stress conditions (VGS = 1.5 V and VDS = 2.0 V). Variation on the measurement
data is small, compared to the HCI induced �VTH, and is assumed to mainly result
from process-induced fluctuations in the gate dimensions.
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Fig. 3.3 A comparison between three replica measurements on different but identically sized
transistors (VGS = 1.5 V and VDS = 2.0 V). Variation on the measurement data is small, compared
to the HCI induced �VTH, and is assumed to mainly result from process-induced fluctuations in
the gate dimensions

An AC Model

The model, proposed in the previous section and depicted in Table 3.1, is only valid
for DC stress voltages (i.e. when a fixed stress is applied). Transistors integrated in
an actual circuit, however, are typically subjected to time-varying voltages. To also
include time-varying stress, one can derive a simple extension to the DC model. First,
a transistor is stressed with a fixed stress voltage during a period t1, resulting in a
threshold voltage shift equal to:

�VTH,1 = AHCI,1tnHCI
1 (3.14)

AHCI,1 is a function of the applied stress voltage and the temperature during t1. An
expression for AHCI,1 is given in Table 3.1. Then, the stress voltage is changed to
AHCI,2 during a period T2 = t2 − t1. Now, one can find an equivalent stress time t1,eq

for AHCI,2, which results in a HCI degradation equal to the damage done by AHCI,1
during t1:

AHCI,1tnHCI
1 = AHCI,2tnHCI

1,eq

t1,eq =
(

AHCI,2

AHCI,1
tnHCI
1,eq

)1/nHCI

(3.15)

Now, the total damage after time t2 can be calculated as:

�VTH,2 = AHCI,2
(
t1,eq + T2

)nHCI (3.16)

Note how (t1,eq +T2) �= t2, if AHCI,1 �= AHCI,2. Indeed, an equivalent t1 is calculated
assuming that the transistor was stressed with AHCI,2 for the entire time. Further,
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this model is only valid because HCI damage can be considered to be permanent
(Parthasarathy 2006). Equation (3.16) can also be recast to:

�VTH,2 =
(
�V 1/nHCI

TH,1 + A1/nHCI
2 (T2)

)nHCI
(3.17)

or, for a continuous time-varying stress signal:

�VTH(t) =
(∫ t

0
AHCI(t)dt

)nHCI

(3.18)

Combining (3.18) and the static model described in Table 3.1, one can evaluate
the impact of HCI due time-varying stress signals on the behavior of a transistor
processed in a nanometer CMOS process.

3.2.3 HCI in Sub-45 nm CMOS

In sub-45 nm nodes HCI became a renewed problem as the supply voltage scaling is
slowing down because of the non-scalability of the subthreshold slope. At the same
time, the gate length L is continuing to scale to smaller dimensions (Bravaix et al.
2009). This induces an increase in the lateral electric field Elat and the vertical oxide
electric field Eox. This is also clearly shown in Fig. 3.4.
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Fig. 3.4 Peak lateral and oxide electric field in commercial nanometer CMOS nodes (Bravaix et al.
2009). Both electric fields increase in the latest CMOS technologies, resulting in a renewed hot
carrier reliability concern for these nodes
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Further, Magnone et al. (2011) demonstrated a time-dependent increase in the
device variability, through measurements performed on a large population of devices
(≈1000) processed in a 45 and 65 nm CMOS process. For small devices in these ultra-
scaled technologies the number of HCI induced charge traps is very small and does no
longer average out. The degradation of a single device is then no longer described as
only a change of the average behavior, but also as a change of the standard deviation:

μ(�VTH) = AHCIt
nHCI

σ(VTH) =
√

KHCI
qμ(�VTH)

2CoxW L
(3.19)

with W and L the dimensions of the transistor. Cox is the oxide capacitance and KHCI
a process-dependent constant (KHCI ≈ 5.6 for a 45 nm CMOS technology (Magnone
et al. 2011)). A compact model to calculate μ(�VTH) is given in Sect. 3.5.

3.3 Bias Temperature Instability

Negative Bias Temperature Instability (NBTI) is considered to be one of the most
critical transistor reliability threats in sub-90 nm CMOS technologies (Degraeve et al.
2008; Lewyn et al. 2009; International technology 2011). Estimating the impact of
NBTI wearout effects on the performance of circuits is therefore essential. NBTI,
being a temperature-activated effect observed in pFETs, manifests itself as a gradual
shift of transistor parameters (e.g. the threshold voltage) when a voltage stress is
applied to the transistor gate.

First, this section reviews the most important physical models, trying to explain the
NBTI phenomenon. Then, a compact model including all important NBTI dependen-
cies and intended for analog circuit simulation is proposed. This model is calibrated
and validated with measurements in a 65 nm CMOS technology. A final section then
discusses the impact of PBTI and stochastic BTI effects, both important phenomena
in sub-45 nm CMOS technologies.

3.3.1 Background

NBTI was first discovered in the 1960s and over the following 5 decades the effect
became one of the most discussed transistor aging effects. Engineers and scientists
mainly focused on two important issues: how to properly measure the effect and how
to explain the microscopic behavior. Over time, various measurement techniques and
associated explanations of the underlying physical behavior have been proposed. In
1977, a first paper suggested a hydrogen-diffusion controlled interface state creation
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mechanism. This was called the reaction-diffusion mechanism and was long assumed
to be essentially correct, although hydrogen diffusion was suggested to be dispersive
later on (see Section). In 2006, however, Huard et al. suggested that NBTI consists
of a more or less permanent interface state generation mechanism combined with a
recoverable component related to elastic hole trapping. Most scientists first regarded
the latter as an experimental nuisance, but then the theory gained more and more
momentum.

The Reaction-Diffusion Model

The reaction-diffusion (RD) model is one of the most popular NBTI models and
describes the phenomenon as a thermally activated reaction of holes with Si–H bonds
at the substrate/dielectric interface of a pMOSFET. The resulting Si dangling bonds
give rise to interface states and the free hydrogen particles diffuse away from the
interface into the gate dielectric. The RD mechanism was first proposed in 1977 by
Jeppson and Svensson (1977). The well-known RD model for NBTI in nanometer
CMOS technologies was developed by Alam (2003). Other scientists supported this
theory (Schroder and Babcock 2003; Chakravarthi 2004). Originally, this model was
used to explain the NBTI gate oxide field and temperature dependency. Later, the
model was updated (Alam and Mahapatra 2005; Alam et al. 2007) to also include
post-2003 observations, such as the NBTI saturation effect for long stress times and
the AC frequency independence.

According to the RD model, NBTI arises due to hole-assisted breaking of Si–H
and Si–O bonds at the Si/SiO2 interface. This electrochemical reaction is field and
temperature dependent and the rate of trap generation (i.e. reaction) can be described
with the following differential equation:

d NIT

dt
= kF(N0 − NIT) − kR NH(0)NIT (3.20)

where NIT represents the number of interface traps (i.e. broken Si–H bonds) at any
given instant, N0 is the initial number of unbroken Si–H bonds and kF is the oxide-
field dependent forward dissociation rate constant. The broken Si-bonds act as a
donor trap and contribute to the shift in the threshold voltage. The second term in
Eq. (3.20) describes how the released hydrogen atoms can also anneal the broken
bonds. NH(0) is the hydrogen concentration at the interface (x = 0) and kR is the
annealing rate constant. Instead of annealing broken bonds, hydrogen atoms can also
diffuse away from the interface and into the oxide. This diffusion process is described
by:

d NH

dt
= DH

d2 NH

dx2 (3.21)

with NH the total hydrogen concentration in the oxide and DH the diffusion constant.
In order to find a closed-form analytical expression for the NBTI phenomenon, one
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typically assumes that the initial trap generation rate is slow compared to the fluxes
on the right hand side of Eq. (3.20). Therefore:

NIT � N0 ∼ 5 × 1012 cm−2 (3.22)

d NIT

dt
≈ 0 (3.23)

Hence, Eq. (3.20) can be recast to:

NH (0)NIT ≈ kF

kR
N0 (3.24)

Further, after an initial startup of the reaction-diffusion process, hydrogen diffusion
controls the trap generation process. In this regime, the diffusion front is located at
(also see Fig. 3.5):

xDF(t) = √
DHt (3.25)

Also, since the number of generated interface traps is equal to the number of diffused
hydrogen atoms (also see Fig. 3.5):

Fig. 3.5 The RD model assumes that NBTI arises due to hole-assisted breaking of Si–H and Si–O
bonds at the Si/SiO2 interface (Alam and Mahapatra 2005)
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NIT =
∫ √

DHt

0
NH(x, t)dx = 1

2
NH(0)

√
DHt (3.26)

Finally, inserting Eq. (3.26) into Eq. (3.24) results in:

NIT =
(

kF

kR

N0

2

)1/2

(DHt)1/4 (3.27)

The threshold voltage shift, resulting from the increased number of interface traps,
can be calculated as:

�VTH = q NIT

Cox
(3.28)

with q the elementary charge of an electron and Cox the gate oxide capacitance.
Despite the fact that this model is widely used in academia and in industry, it still
has a number of deficiencies:

• The exact value of the time exponent depends on the type of diffusion species. In the
original RD model the diffusing species were assumed to be individual hydrogen
atoms, resulting in a power-law index of 0.25. Measurements, however, revealed
time exponents ranging from 0.25 to 0.11, depending on the applied measurement
technique (Grasser et al. 2008b). More recent models therefore often assume that
two hydrogen atoms always combine to a H2 molecule. This results in a time
exponent of 0.17 and therefore corresponds better to the measurement data (Wang
et al. 2007). Furthermore, to explain field-dependent relaxation, charged particles
have been considered. These H+ species drift through the oxide under the presence
of the gate electric field but result in a time exponent of 0.5, which is again not
consistent with measurements (Alam et al. 2007).

• The conventional RD model predicts universal recovery. This means that, when
the threshold voltage shift �VTH is normalized to its value at the end of the stress,
it depends only on the ratio of the stress and relaxation times. In particular, neither
the forward nor backward reaction rates, nor the diffusion coefficient have any
influence on the recovery. This result is in big contrast with experimental facts and
evidence has piled up showing that NBTI recovery cannot be the diffusion-limited
process suggested by the RD model (Grasser et al. 2011).

• The original RD model, as described here, assumes that interface trap genera-
tion is the primary cause of NBTI-related transistor parameter shifts. However,
research has shown that hole trapping in preexisting gate-oxide traps cannot be
neglected. Moreover, these traps are shown to be responsible for the fast trapping
and detrapping of charges, resulting in the typical NBTI recovery behavior under
AC stress (Kaczer et al. 2008; Grasser et al. 2009). The failure-time prediction
error of analog circuits, typically subjected to time-varying stress, is therefore
potentially very large. An updated version of the RD model, including hole trap-
ping, was proposed in (Mahapatra et al. 2011), but a closed-form mathematical
expression is still lacking.
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• Most model parameters in Eq. (3.27) are not directly linked to common transistor
design parameters such as stress voltage and temperature. Indeed, the model’s pri-
mary purpose is to explain the physical NBTI mechanism, rather than to serve as an
analytical compact model for reliability circuit simulation. However, Eqs. (3.27)
and (3.28) do correspond to a well-known and abundantly used first-order com-
pact model for NBTI (Parthasarathy 2006). This empirical formula is based on
measurements and expresses the threshold voltage shift �VTH as a function of
temperature T , stress voltage VGS and stress time t :

�VTH = Aexp

(
− Ea

kT

)
exp (γVGS) tnNBTI (3.29)

where A is a technology-dependent constant, Ea is the activation energy (typically
around 100e–3 eV), k the Boltzmann constant and nNBTI the NBTI time exponent.
Model parameters for a 90 nm technology can be found in (Parthasarathy 2006).
Unfortunately, Eq. (3.29) is only valid for DC stress voltages. Wang et al. proposed
a more advanced analytical NBTI model with parameters extracted for a 65 nm
CMOS technology (Wang et al. 2007). This model is based on the RD model and
uses empirical formulas to include the relationship between the model parameters
and various design parameters such as the stress voltage. The model presented in
Wang et al. (2007) is however only suitable for reliability simulation of digital
circuits, since the NBTI recovery property is only modeled for square-shaped (i.e.
on-off) stress voltages.

The Reaction-Dispersive-Diffusion Model

Measurements show, even for long stress times of more than 1e3 s, an immediate
recovery of more than 60 % of the NBTI damage in the first second after the stress
has been removed. The RD model, however, does not predict this fast recovery
effect. Since the latter assumes diffusion-limited degradation and relaxation, this
would imply a backward diffusion rate that is orders of magnitude faster than the
forward diffusion rate which is against the nature of a diffusion process. Drift of
charged hydrogen species, added to the RD model later, can also not explain the
fast relaxation rate. Indeed, experiments indicate how recovery is independent of the
hydrogen passivation degree of the interface (Huard et al. 2010; Aichinger 2010).
This is inconsistent with the idea that hydrogen back-diffusion controls recovery, as
in that case the hydrogen available at the interface would have an impact (Grasser
et al. 2008a).

The reaction-dispersive-diffusion (RDD) model solves this problem by using a trap-
controlled movement of hydrogen through the oxide, instead of using a diffusion
equation as is done in the RD model (also see Eq. (3.21)) (Kaczer et al. 2005; Zafar
2005; Grasser et al. 2008a). The RDD model can also be seen as an extension of the
RD model. It implies that the hydrogen species are separated into two distinct contri-
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Reaction-Diffusion Model

Reaction-Dispersive-Diffusion Model

(a)

(b)

Fig. 3.6 Hydrogen passivated interface states of density NIT are depassivated under negative bias
stress. Figure 3.6a: According to the RD model, neutral hydrogen, with concentration NH(x, t),
diffuses into the gate oxide, leaving behind positive interface states. Hydrogen diffusion proceeds
via shallow hopping sites in the gate oxide, represented by a regular network of potential wells.
Figure 3.6b: The RDD model assumes dispersive transport which is trap-controlled. Diffusing par-
ticles spend most of their lifetime in the deep states, which thus control the transport properties
(Grasser et al. 2006; Grasser et al. 2008a)

butions: free particles and particles residing on various trap levels. In contradiction
to the free particles, the trapped particles do not contribute to the hydrogen trans-
port. Dispersive transport is often described using multiple trapping (MT) models
(Grasser et al. 2006). In this model, the total hydrogen concentration NH consists of
free (conducting) hydrogen Nc and trapped hydrogen Nt:

NH(x, t) = Nc(x, t) + Nt(x, t) (3.30)

= Nc(x, t) +
∫

ρ(x, Et, t)d Et (3.31)

with Et the trap level energy and ρ(Et) the trapped hydrogen density (expressed in
cm−3 eV−1) at trap level Et . The continuity equation for the total concentration of
the hydrogen species in the oxide, which in the original RD model is described by
Eq. (3.21), is now written as (Grasser et al. 2006):
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d NH(x, t)

dt
= DH �2 Nc(x, t) (3.32)

At each trap level, a balance equation accounts for the newly trapped particles versus
the released ones. The release rate is proportional to the trapped charge on that level
(Grasser et al. 2006):

dρ(Et)

dt
= c(Et)Nc [g(Et) − ρ(Et)] − r(Et)ρ(Et) (3.33)

where c(Et) and r(Et) are the energy-dependent capture and release rates, respec-
tively. g(Et) represents the trap density of states. When one assumes that only free
hydrogen can repassivate dangling bonds, a solution for the MT model can be found.
Commonly, the trap density of states is assumed to be exponentially distributed
(Grasser 2006):

g(Et) = Nt

E0
exp

(
− Ec − Et

E0

)
(3.34)

with Ec the hydrogen conduction band edge (which is typically assumed to be zero).
Parameter E0 can be written as:

E0 = kT

α
(3.35)

with α the dispersion coefficient, k the Boltzmann constant and T the temperature.
The hydrogen transport will only be dispersive if α is smaller than one, that is for
sufficiently ‘deep’ trap distributions. From Eqs. (3.33), (3.34) and (3.35), and using
the same kinetic equation to describe the interface trap generation rate as for the
RD model (see Eq. (3.20)), the number of interface traps NIT can then be calculated
(Grasser et al. 2008a). Assuming neutral hydrogen particles, one obtains:

NIT(t) =
[

a

(
kF N0

kR

)a] 1
1+a

(
DH

v0

Nc

Nt

) 1
2+2a

(v0t)
α

2+2a (3.36)

with v0 the attempt-to-jump frequency. When assuming atomic hydrogen particles,
parameter a = 1 and the time exponent n = α/4. When H2 is assumed, a = 2 and
n = α/6. In both cases, the time exponent n is increasing for an increasing dispersion
parameter α. Since α is one for diffusive transport and zero in the extreme dispersive
case, a time exponent smaller than the RD exponents of 1/2, 1/4 and 1/6 can be
obtained. Also, for increasing trapped hydrogen concentration Nt the total amount
of degradation decreases. More details on the RDD model, including alternatives for
the MT model to describe the dispersive hydrogen transport and different solutions
for various combinations of boundary conditions and initial conditions, can be found
in (Grasser et al. 2008a). The RDD model provides a more accurate description of the
NBTI phenomenon, but is still not suited for accurate circuit reliability simulation
because of the following reasons:
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• Similar to the RD model, the coefficients in the RDD model are not directly
linked to device parameters such as stress voltages, device sizes and changes in
electrical transistor parameters. Further, although this model provides a better
description of how interface states are re-passivated, Eq. (3.36) cannot be used as
such to calculate transistor degradation when time-dependent stress is applied and
solving the differential equations describing the RDD process (see Eqs. (3.20),
(3.33) and (3.34)) everytime the stress voltage changes would be computationally
too intensive.

• Oxides in modern CMOS processes are too thin to explain a hydrogen diffusion
front, as suggested by the RD model. This is explained by assuming that hydrogen
mainly diffuses in the polysilicon gate contact (Krishnan et al. 2005). Such an
extension is clearly pointless for dispersive hole transport.

• Although interface state generation is a universally acknowledged feature of NBTI,
positive charge generation in the oxide bulk has also been reported. This positive
charge is related to trapped holes in preexisting traps or in traps generated by
hydrogen species (Parthasarathy 2006; Huard et al. 2007; Ielmini et al. 2009). The
contribution of the oxide charges and the trap occupancy therefore has to be added
on top of the interface state generation effect.

The Hole-Trapping Model

Although the RDD model corrects some of the issues with the RD model, it still
cannot sufficiently explain the time-dependent recovery effect. Therefore, fast trap-
ping and detrapping of holes in preexisting or NBTI-generated traps in the oxide
has been introduced to explain the fast recovery effect. Interestingly, this possibility
was already suggested by some of the very first papers on NBTI, including the first
paper on the RD theory (Jeppson and Svensson 1977). However, hole trapping cannot
account for the exceptionally long recovery times and the temperature dependence of
stress and recovery. Therefore, a combination of interface state generation and hole
trapping has been suggested (Parthasarathy 2006; Huard et al. 2007). Later, Grasser
and Kaczer demonstrated how a unified field and temperature acceleration law can
account for both the stress and recovery phase (Grasser and Kaczer 2009). This sug-
gests either a single dominant mechanism or hole trapping and defect generation
mechanisms that are actually tightly coupled.

In 2009, Ielmini et al. (2009) proposed a physical model, which describes the per-
manent and recoverable NBTI component under one unified framework including
hole trapping/detrapping and thermally activated relaxation. The basic equation for
the hole filling rate d f/dt of one trap state at energy ET is given by:

d f

dt
=

{− f Ptun Pe PSR,in
τ0

+ (1 − f )
Ptun PSR,out

τ0
if Et < EF

− f Ptun PSR,in
τ0

+ (1 − f )
Ptun P−1

e PSR,out
τ0

if Et > EF
(3.37)
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The first and second term on the right-hand side of Eq. (3.37) represent the hole
capture and emission rates, respectively. f is the trap state filling probability, EF
represents the Fermi level energy and τ0 is the attempt time (around 1e–14 s). Further,
Ptun is the tunneling probability and Pe is the probability for the hole to be excited.
To overcome the limitation of hole trapping in accounting for the temperature acti-
vation of NBTI, local thermally activated structural relaxation (SR) is taken into
account. In Eq. (3.37), PSR,in and PSR,out represent the thermal excitation of atoms
accompanying the hole capture and hole emission, respectively. SR can also explain
the breaking/fixing of Si–H bonds and therefore no other interface-state generation
model such as the RD or RDD model is needed. The model presented by Ielmini
et al. (2009) is therefore a better alternative to more conventional NBTI models such
as the RD model, offering a more complete explanation for the typical NBTI-related
effects. However, from Eq. (3.37) it is clear that this model again focuses on explain-
ing the NBTI effect rather than modeling it for circuit simulation. The model not only
describes the behavior of one oxide trap as opposed to the trapping behavior in an
entire device. Further the model parameters are also not directly linked to common
transistor design parameters, making model calibration and evaluation very hard.

Similar observations resulted from the work done by Grasser et al. (2011). They did
measurements on very small devices (W × L < 100 × 100 nm) revealing recovery
behavior in discrete steps. This is not consistent with a diffusion-limited process,
but rather with the capture and emission of individual holes. The properties of these
discrete steps were found to be fully consistent with charge trapping in the context
of random telegraph noise (RTN) and 1/f noise. The difference between RTN and
NBTI is explained as follows: RTN results from a limited number of defects trapping
or detrapping charges within the experimental time window. Due to the strong bias
dependence of the capture time constant, however, many more defects contribute to
NBTI. NBTI is therefore considered as an non-equilibrium response of these defects,
where RTN is their quasi-stationary behavior.

3.3.2 A BTI Compact Model for Circuit Simulation

The previous section has discussed the most well known NBTI models. Unfortu-
nately, none of the presented models is suitable as a compact model for analog
circuit simulation. Indeed, most models focus on explaining the NBTI phenomenon,
rather than developing an all-inclusive compact model that is formulated in terms of
transistor design parameters. Further, existing compact models only model the recov-
ery effect for digital stress voltages (i.e. square waves) or only include the impact of
fixed stress.

This section discusses the development, calibration and validation of an NBTI com-
pact model, intended for analog and mixed-signal circuit reliability simulation (see
Chap. 5). The proposed model is based on research suggesting that the NBTI phe-

http://dx.doi.org/10.1007/978-1-4614-6163-0_5
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nomenon consists of two tightly coupled mechanisms (Kaczer 2008; Grasser et al.
2009):

1. generation of defects close to the silicon/oxide interface resulting in a permanent
component P , and

2. hole trapping in the gate oxide resulting in a recoverable component R.

The resulting model can handle both DC and AC stress and includes voltage and tem-
perature scaling factors. The model is easy to calibrate featuring only 10 parameters,
which can be extracted from a limited set of device measurements. Further, the pro-
posed model can also be used to analyze the impact of PBTI, an effect similar to
NBTI and typically observed in high-k metal-gate nFETs (Degraeve 2008). Finally,
the model can be extended to predict stochastic BTI effects typically observed in
ultra-scaled CMOS technologies (Kaczer et al. 2010). For analog circuits, however,
the latter is less of an issue since matched transistors in analog circuits are typically
very large which reduces the effect of time-dependent mismatch.

The NBTI phenomenon is linked to hole trapping in pre-existing oxide traps and the
creation of defects at the silicon/oxide interface (Grasser et al. 2009). The former
can be released when the gate voltage stress is lowered resulting in a recoverable
component R, while the latter permanently captures holes resulting in a permanent
degradation component P:

D = P(Vstr, tstr) + R(Vstr, tstr, tr) (3.38)

with D the total degradation, Vstr the applied stress voltage (i.e. Vstr = |VGS −VTH|),
tstr the stress time and tr the relaxation time (when a reduced stress voltage is applied).

The Recoverable NBTI Component

The recoverable component R is related to hole trapping and detrapping in pre-
existing oxide traps and has a relaxation behavior for which the first derivative decays
with 1/tr over several decades (Grasser et al. 2009; Kaczer 2008):

d log10(�VTH,R)

dtr
∝ 1/tr (3.39)

This behavior is similar to random telegraph noise (RTN), which is typically modelled
with geometrically distributed RC-elements such as depicted in Fig. 3.7 (Kaczer
2008). For each RC-element the resistive value K is taken as constant, while the
capacitor values are varied with a factor 10 from element to element.1 At any moment
in time, the recoverable NBTI component can be found as the sum of all the voltages
VCi on each capacitor Ci . When the stress voltage Vstr is varied in time, the voltage

1 A base different from 10 can also be used and would alter the model parameters, but it would not
affect the overall behavior of the model.
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Fig. 3.7 A circuit with geometrically distributed RC-elements has a behavior similar to the stress
and relaxation behavior of the recoverable NBTI component R (Kaczer 2008)

on each capacitor will also change (i.e. related to charge trapping or detrapping in the
gate oxide) and this will result in an increase or decrease of R. However, the question
remains how different values for the resistor K and the capacitors Ci relate to the
actual stress and relaxation behavior of a transistor under NBTI stress. Fortunately,
solving the differential equations of the RC-circuit and rewriting the result for a
few limit cases results in a more comprehensible model for the recoverable NBTI
component:

R =
∞∑

i=0

VCi

=
∞∑

i=0

(
Vstr + (VCi,0 − Vstr)exp

( −dt

10i K C0

))
(3.40)

where VCi,0 is the initial voltage on every capacitor Ci (e.g. VCi,0 = 0 for a fresh
transistor), K is a constant and Vstr is a fixed stress voltage, applied during time
interval dt . When m represents the number of RC-elements in the system, Eq. (3.40)
can be rewritten as:

R = mVstr +
m−1∑
i=0

(VCi,0 − Vstr)exp

( −dt

10i K C0

)
(3.41)

= mVstr +
m−1∑
i=0

(VCi,0 − Vstr)exp(−10ξ−i ) (3.42)

= mVstr +
ξ∑

k=ξ−(m−1)

(VCi,0 − Vstr)exp(−10k) (3.43)
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with ξ(dt) = log10(
dt

K C0
). The smallest time constant in the system is τ0 = K C0,

representing the oxide traps with the fastest trapping and detrapping rate. The traps
with the slowest trapping rate are determined by τm = 10m−1 K C0. Typically m = 25
is sufficient for the actual implementation of the model, since it covers all trapping
rates between 1e–15 s and 100 years. For limit cases VCi,0 is equal over all i :

1. for a fresh transistor: VCi,0 = 0, i = {0, . . . , m − 1}
2. for a transistor stressed with voltage V1 during dt 
 τm : VCi,0 = V1, i =

{0, . . . , m − 1}.
Equation (3.43) can, in those cases, be written as:

R = mVstr + (VC,0 − Vstr)

ξ∑
k=ξ−(m−1)

exp
(
−10k

)
(3.44)

with VC,0 ∈ {0, V1}

Next, for ξ ∈ N, the sum of exponential terms in Eq. (3.44) can be written as2:

ξ∑
k=ξ−(m−1)

exp
(
−10k

)

= exp
(
−10ξ−(m−1)

)
+ · · · + exp

(
−10−2

)
︸ ︷︷ ︸

=m−2−ξ

+

exp
(
−10−1

)
+ exp

(
−100

)
︸ ︷︷ ︸

=1.273

+

exp
(
−101

)
+ · · · + exp

(
−10ξ

)
︸ ︷︷ ︸

=0

(3.45)

Combining Eqs. (3.44) and (3.45) then results in:

R = mVC,0 + (VC,0 − Vstr)(−ξ − A)

= mVC,0 + (Vstr − VC,0)(log10

(
t

τ0

)
+ A) (3.46)

with τ0 = K C0 and A ≈ 0.73. Also note how dt was replaced by t , indicating
that the stress Vstr is assumed to be constant over the entire measurement time.
From Eq. (3.46) it is now clear that the slope of the equivalent RC-circuit has a
linear dependence on the stress voltage Vstr. This is however not in accordance

2 One can proof that, when adding a small correction factor, Eq. (3.45) is also valid for ξ ∈ R, but
for the sake of simplicity, this is not included here.
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with measurement results (i.e. in reality NBTI has a power-law stress dependence
(Grasser et al. 2009)). Furthermore, the slope and offset of the forward reaction (i.e.
hole trapping) can be different from the slope and offset of the reverse reaction (i.e.
hole detrapping) (Kaczer et al. 2008; Grasser et al. 2009). Therefore Eq. (3.47) is
proposed:

R =

⎧⎪⎪⎨
⎪⎪⎩

mVC,0 + (V nV
str − VC,0) log10

(
tnF

0.19τF

)
if V nV

str ≥ VC,0

mVC,0 + (V nV
str − VC,0) log10

(
tnR

0.19τR

)
if V nV

str < VC,0

(3.47)

where nV is the voltage scaling factor and nF and nR are the slope for the forward
and reverse reaction. τF and τR are the time constants for the forward and reverse
reaction.3 Equation (3.47) now represents a comprehensive model for the recoverable
NBTI component R which is in full accordance with reality and only features 5
well-defined parameters: nV, nF, nR, τF and τR. Equation (3.47) is only valid for
limit cases (see Eq. (3.44)), but can be used to calibrate the model parameters for a
specific CMOS process. Model evaluation, for a transistor subjected to an arbitrary
time-dependent stress voltage, can be done with Algorithm 1.

Algorithm 1 Recoverable NBTI Component

1: INPUT: Vstr, VCi (t), t,�t, tFi , tRi

2: for i=0:m-1 do
3: Calculate VCi (t + �t):
4: if VCi (t) < V nV

str then
5: Charge Ci (i.e. hole trapping):
6: if tFi < tRi then
7: tFi = t
8: end if

dt = (t + �t − tFi )
nF − (t − tFi )

nF

VCi (t + �t) = V nV
str + (VCi (t) − V nV

str )exp
( −dt

10i τF

)
9: else
10: Discharge Ci (i.e. hole detrapping):
11: if tRi < tFi then
12: tRi = t
13: end if

dt = (t + �t − tRi )
nR − (t − tRi )

nR

VCi (t + �t) = V nV
str + (VCi (t) − V nV

str )exp
( −dt

10i τR

)
14: end if
15: end for

R(t + �t) = ∑m−1
i=0 VCi (t + �t)

16: OUTPUT: R(t + �t), VCi (t + �t), tFi , tRi

3 The constant equal to 0.19 results from factor A in Eq. (3.46).
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This algorithm is based on Eqs. (3.40) and (3.47) and takes as input: the stress voltage
Vstr (i.e. Vstr = |VGS − VTH|) applied over stress time �t , an array with the values of
the voltages on each capacitor VCi at time t and two arrays with, for each capacitor, the
last time point at which it was charged and discharged (i.e. tFi and tRi respectively).

The Permanent NBTI Component

The permanent NBTI component P is related to the creation of traps at the inter-
face between the Si-channel and the gate oxide (Grasser et al. 2009). More recent
publications argue how P could also result from the same underlying mechanism
as the recoverable component R and that it is not really permanent but rather has a
time constant outside the conventional measurement window (Grasser et al. 2011).
However, even if that is the case, the proposed model still remains valid and the
permanent component can be considered quasi-permanent within the lifetime of the
circuit.

P has a rather small initial impact on the overall transistor degradation but, since P
has a larger time exponent compared to R, its contribution to the overall degradation
increases after longer stress times (Kaczer et al. 2008). The behavior of P can be
modeled as:

P = CP1exp (CP2Vstr) tnP (3.48)

with CP1, CP2 and nP technology-dependent parameters and Vstr the applied stress
voltage. Since the permanent part does not recover when the stress is reduced, the
effect of time-varying stress can be calculated with (Parthasarathy 2006):

P2 =
[

P1/nP
1 + (CP1exp (CP2Vstr2))

1/nP (t2 − t1)
]nP

(3.49)

where Vstr2 represents the stress voltage from t1 till t2. P1 and P2 represent the perma-
nent NBTI component at t1 and t2 respectively. Ultimately, to model the permanent
component P, only 3 parameters are required: CP1, CP2 and nP.

Temperature Scaling

From their experiments Grasser and Kaczer (2009) concluded how the temperature
dependence of NBTI follows the Arrhenius law for both the permanent and the
recoverable NBTI components:

D = (R + P)CTexp

(
− Ea

kT

)
(3.50)
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with the temperature T expressed in degrees Kelvin. Parameter k is the Boltzmann
constant, Ea is the activation energy expressed in eV and CT is a process-dependent
constant. Parameters Ea and CT need to be calibrated from measurements.

3.3.3 Model Calibration and Validation

Section 3.3.2 has proposed a compact model to simulate the impact of NBTI on
analog circuits. In this section, the model is calibrated and verified in a 1.9 nm
EOT SiON pFET technology. Given the importance of NBTI in nanometer CMOS
processes, it is important to have an accurate compact model that can be characterized
for any technology with only a limited set of simple measurements. This section
first discusses the measurement setup. A clear calibration methodology is proposed.
Finally, the extracted model parameters and the proposed model are verified with a
time-varying stress voltage applied to a test transistor. The result is compared to a
conventional DC-only model typically used for circuit reliability assessment.

Measurement Setup

Due to the extremely fast recovery behavior of NBTI, which occurs as soon as the
stress condition of a transistor is changed (e.g. when interrupting the stress to measure
the I-V curves), accurate evaluation of BTI degradation is very challenging. To cope
with this problem, various measurement techniques have been proposed in literature:

1. Measurement-stress-measurement (MSM): these conventional techniques con-
sist of a sequence of stress periods in which a transistor is subjected to a stress
voltage. After every stress period, the impact of the NBTI degradation on the
behavior of the transistor is measured during a measurement phase. To reduce
the impact of recovery, these techniques have been optimized by minimizing the
delay between the removal of the stress and the first measurement point. Typi-
cally, either the drain current around the threshold voltage is recorded (Kaczer
et al. 2005) or a threshold current is enforced through the device (Reisinger 2006).
However, it is unclear whether the measurement delay can be made sufficiently
short in order to measure true degradation characteristics.

2. On-the-fly (OTF): these techniques monitor the degradation of the drain current
in the linear regime, directly under stress conditions (Denais et al. 2004; Reisinger
et al. 2007). This set of techniques thereby avoids any relaxation. On the other
hand, it is difficult to record the initial state of the device under test (i.e. without
stressing it involuntarily) and to extract the transistor parameters (e.g. threshold
voltage).

3. Charge-pumping (CP) and DCIV: these allow to differentiate between oxide
and interface charges (Neugroschel 2006; Mahapatra 2007). However, due to
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the unclear interference between positive bias (for NBTI measurements) and
relaxation effects, it is difficult to correctly interprets the measurement data.

A more elaborate comparison between the different techniques is given in (Grasser
et al. 2008b). Overall, all measurement techniques used to determine the impact
of NBTI on a transistor after it was stressed are prone to errors. For this work an
MSM-based method has been adopted. In spite of the inherent delay, this method
allows to accurately monitor the recovery behavior as a function of time, allowing
the easy extraction of parameters for the compact model. Rapid, single-point mea-
surements to evaluate the VTH, right after stress, have been reported in literature
(Kaczer et al. 2005). However, standard measurement equipment requires around
0.1 s to do a current measurement. At that point, the recovery process is already in
progress. Extrapolation or model calibration based on such measurements is there-
fore meaningless. Further, even expensive, custom-built equipment allowing much
faster measurements does not guarantee accurate results and is only available to a
limited number of groups. For this work, a technique using off-the-shelf measure-
ment equipment is used. The technique has been developed at IMEC and records a
short recovery period during every measurement (Kaczer et al. 2008). From those
measurements, these individual traces can be fitted together and the recoverable and
permanent components of NBTI can be extracted independently.

The measurements have been performed using 1.9 nm-EOT SiON pFET devices with
a W/L = 1 µm/1 µm and a VTH = −0.137 V@125 ◦C. The measurement equip-
ment included two Keithley 2602 DMMs and a Süss PA300 probe station. A Perl
script with nested LUA code was used to control the measurements. Figure 3.8 depicts
a schematic representation of the setup. The device under test (DUT) was biased with
a small drain-source voltage VDS (i.e. around 50 mV); this to ensure that the volt-
age applied to the gate results in a uniformly distributed electric field over the gate
oxide. VDS remains constant during the entire measurement. The NBTI measurement
sequence is depicted in Fig. 3.9 and proceeds as follows. First, an initial IDS − VGS-
curve is recorded to obtain the performance of the transistor before stress. At this
stage, it is important to apply sufficiently low voltages to avoid involuntary stressing

Fig. 3.8 Test setup for NBTI
measurements
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Fig. 3.9 NBTI measurement process. An initialization phase, where an IDS − VGS-curve is mea-
sured, is followed by a measurement-stress-measurement (MSM) sequence and finally a relaxation
phase

of the device. Therefore, during this calibration phase, only voltages up to Vmeas
are applied. Vmeas is chosen around the initial (before degradation) threshold voltage
VTH0. Then, the DUT is subjected to an MSM sequence with a total duration of 6000 s.
During that sequence, stress phases (VGS = Vstr + VTH0) are alternated with mea-
surement phases (VGS = Vmeas). The duration of the stress phases is geometrically
increased over time to cover several decades. The measurement phase following each
stress phase has a duration of around 10 s, allowing to track the NBTI recovery behav-
ior over a number of decades. In this work, tstr = {2, 15, 60, 230, 740, 2000, 6000} s
(also see Fig. 3.9). Eventually, after the MSM sequence, the transistor is relaxed
during 1200 s. Figure 3.10 depicts an example set of measurement results result-
ing from the proposed method and for two different stress voltages. The transistor
current is measured during the entire time, resulting in additional data during the
stress phases. These data are equivalent to OTF measurements and can provide extra
information about the behavior of the transistor. The geometrically distributed mea-
surement points and associated recovery behavior are clearly visible. Further, the
total accumulated stress time is significantly larger than the measurement time (i.e.
the recovery time). Therefore, the impact of the recovery effect is fairly small and
when reapplying stress after a measurement phase, the degradation almost instantly
comes back to its original level.

Once the measurements are finished, the recorded transistor currents need to be
converted into corresponding threshold voltages. During the measurement phase,
the transistor operates in the subthreshold region (Vmeas ≈ VTH0). Therefore the
current is exponentially dependent on the applied voltage (Razavi 2001):

IDS ∝ exp

[
q

kT

(VGS − VTH)

n

]
(3.51)

with n a technology-dependent parameter (n > 1). Taking the logarithm of the
current allows easy extraction of the threshold voltage change �VTH:
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Fig. 3.10 NBTI-induced degradation measured for two stress voltages. At geometrically distrib-
uted time points, the stress is interrupted to extract information about the permanent and recoverable
component. During stress, the current is also monitored, resulting in data similar to OTF measure-
ments

Fig. 3.11 To extract the NBTI-induced threshold voltage shift, the current is measured when the
transistor is in the subthreshold region (i.e. black dot). Based on the initial IDS − VGS-curve (i.e.
black curve), measured during the initialization phase, the shift in current and thus the corresponding
shift in threshold voltage can be determined

log(IDS + �IDS) ∝ q

nkT
(VGS − VTH)︸ ︷︷ ︸
constant

− q

nkT
�VTH︸ ︷︷ ︸

f(t)

(3.52)

This is also represented schematically in Fig. 3.11. For each measurement, the hori-
zontal distance between the corresponding VGST and the initial VGST0 is the shift in
VTH at that time point. In addition to an easy extraction of the VTH shift, this method
is also much less sensitive to mobility changes compared to measurements in the
linear region.

Finally, the recoverable R and the permanent P NBTI component can be retrieved.
During each measurement phase, part of the recovery behavior is traced. This
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relaxation effect has a well defined log-like behavior that has been verified on dif-
ferent technologies and across multiple decades (Grasser 2007):

r(ζ) = R(tstr, tr)

R(tstr, 0)
= 1

1 + Bζβ
(3.53)

where R(tstr, 0) represents the value of the recoverable NBTI component right after
stress, with stress time tstr. R(tstr, tr) is the recoverable component after the device
has been stressed and then recovered during time tr. r(ζ) therefore represents the
remaining fraction of the recoverable component during the relaxation period. ζ =
tr/tstr and is the universal relaxation time. B and β are parameters depending on
the technology, the stress voltage and the temperature. For one stress condition (i.e.
defined by the stress voltage and temperature), data is collected during 7 measurement
phases (also see Fig. 3.9). This data can be used to extract values for the parameters
B and β. In this work, this was done with software developed by the IMEC reliability
research group. Eventually, the R and P component can be extracted for each stress
time tstr point:

�VTH ≈ P(tstr) + R(tstr, 0) · r(ζ) (3.54)

Note how Eq. (3.53) is only valid for a fresh transistor that has been stressed with a
fixed voltage and then relaxed. This equation therefore facilitates model parameter
extraction and calibration but is not suited as a compact model for circuit reliability
simulations.

Calibration

In the previous section, the NBTI measurement setup and procedure has been dis-
cussed. To calibrate the model the NBTI measurement was, in this work, repeated
on different devices with various gate-source stress voltages:

VGS ∈ {−2.4 V,−2.2 V,−2.0 V,−1.8 V,−1.6 V,−1.4 V} (3.55)

Also, for every stress voltage, the measurement was repeated on 3 to 4 devices to
estimate measurement errors and variations in the production process.

Figures 3.12 and 3.13 depict the recoverable component R, for various stress voltages
and during the stress and relax phase respectively. Using those measurements and
Eq. (3.47), the model parameters for the recoverable component are extracted: nV,
nF, nR, τF and τR. The measurement results for the permanent component P are
plotted in Fig. 3.14. The model parameters for the permanent component, CP1, CP2
and nP, are extracted using Eq. (3.48). Figure 3.15 depicts the NBTI temperature
dependence. The threshold voltage shift was normalized and plotted as a function of
the inverse of the temperature. As predicted by Eq. (3.50), the NBTI effect follows
an Arrhenius temperature dependence with activation energy Ea extracted from the
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Fig. 3.12 The recoverable NBTI component (R) plotted as a function of the stress time for different
stress voltages. The proposed NBTI model (lines) fits the measurement results (markers) very well
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Fig. 3.13 The recoverable NBTI component (R) plotted as a function of the relax time for different
stress voltages. The proposed NBTI model (lines) fits the measurement results (markers) very well
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stress voltages. The proposed NBTI model (lines) fits the measurement results (markers) very well
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Fig. 3.15 The normalized threshold voltage shift as a function of the inverse of the temperature.
The NBTI effect has an Arrhenius temperature dependence and the model fits the data very well

Table 3.2 Model parameters for a 1.9 nm EOT SiON CMOS technology (with the total degradation
D = �VTH)

R nV = 2.85
(13 samples) nF = 0.89 σ(nF) = 5.70e–2

nR = 1.00 σ(nR) = 3.00e–3
τF = 1.06e–6 σ(τF) = 3.70e–7
τR = 2.06e–4 σ(τR) = 2.00e–6
nP = 0.26

P CP1 = 1.60e–2 σ(CP1) = 2.50e–3
(13 samples) CP2 = 2.55 σ(CP2) = 6.90e–2
Temperature CT = 2.06e–2 σ(CT) = 5.55e–3
(4 samples) Ea = 0.10 σ(Ea) = 8.49e–3

measurements. Finally, Table 3.2 lists the extracted model parameters. The standard
deviation on each model parameter is also given and results from parametric process
variability and measurement errors.

Validation

To validate the proposed model, a triangle-shaped stress voltage was applied to the
gate of a transistor (see Fig. 3.16). The measurement results and the correspond-
ing evaluation of the proposed model are shown in Fig. 3.17. The model fits the
measurement data very well. Figure 3.17 also shows the permanent and recoverable
components P and R, as predicted by the model. To illustrate the importance of an
NBTI model that can handle time-varying stress, such as the one presented here,
Fig. 3.17 also depicts the threshold voltage shift when a fixed stress voltage (i.e.
VGS = −1.275 and VGS = −2.4 V) would be evaluated instead of the actual stress
input. Both clearly deviate from the actual degradation as measured. Using a sim-
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Fig. 3.16 The proposed model has been validated with a triangle-shaped stress voltage
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Fig. 3.17 Validation of the proposed model. The model matches the measurement data very well.
Calculating the impact of applying only the average (VGS = −1.275 V) or the maximum (VGS =
−2.4 V) input voltage is clearly too inaccurate

plified NBTI model for fixed stress, such as Eq. (3.29), combined with the average
or maximum stress applied to the device is therefore too inaccurate to use in a cir-
cuit simulator. The model presented here solves that problem and allows accurate
simulation of NBTI degradation under time-varying voltage stress.

3.3.4 BTI in Sub-45 nm CMOS

Section 3.3.2 has discussed the development of a compact model to evaluate the
impact of NBTI on analog circuits. The model has been characterized and validated
on a 65 nm CMOS technology. Scaling to even smaller technologies, however, reveals
some additional problems:

1. Positive Bias Temperature Instability (PBTI) is observed in nMOS devices. This
effect being negligible in SiON or SiO2, large shifts have been reported in transis-
tors processed in a high-k technology (Grasser 2010). The origin of the effect is
believed to be similar to NBTI (Toledano 2011). Existing NBTI compact models
such as presented above are therefore also suited for PBTI simulation, after they
have been calibrated to measurements on nMOS devices.

2. In very small transistors, BTI has been observed to be a stochastic phenom-
enon with a �VTH distribution due to individual charging and discharging events
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(Kaczer 2010; Reisinger 2011) (also see Fig. 2.11 in Sect. 2.4). For these devices,
BTI damage therefore has to be described as a stochastic process, rather than
a deterministic shift. BTI can therefore result in time-dependent transistor mis-
match. In Kaczer et al. (2010), discussed how the threshold voltage shift due to
the trapping of a single charge follows an exponential distribution. These single-
charge shifts can even exceed 30 mV for devices with W L < 90 × 35 nm. The
number of trapped charges is believed to be Poisson distributed. This allows to set
up an analytical description of the total stochastic BTI threshold voltage shift for
nanometer-size devices. For circuits with minimum-sized devices (e.g. in digital
standard cells in sub-32 nm technologies) the number of traps per device can be
as low as 10 or less. Reliability simulation therefore requires the individual moni-
toring of trapping and detrapping of all charges (Rodopoulos et al. 2011). Analog
circuits, however, typically use larger transistors to reduce transistor mismatch
due to process variations. For these larger transistors, it is sufficient to describe
�VTH with a distribution with a mean that corresponds to the value predicted by
a deterministic model (see Sect. 3.3.2) and with a standard deviation equal to:

σ(�VTH) = ABTI√
W L

�VTH (3.56)

where ABTI is a technology-dependent factor. Note how Eq. (3.56) has a similar
size dependency compared to Pelgrom et al. (1989) law for transistor mismatch
due to process variations. Equation (3.56) agrees with measurements, published
in Agostinelli et al. (2004).

3.4 Time-Dependent Dielectric Breakdown

Dielectric breakdown (BD) results from oxide damage due to strong electric fields
in nanometer CMOS technologies and gives rise to an increase of the transistor gate
current. Different breakdown modes can be distinguished. Hard breakdown (HBD)
results in a significant increase of the gate current and a loss of the gate voltage
controllability of the device. Typically it is assumed that a hard breakdown in any
transistor in the circuit results in circuit failure. For oxide thicknesses below 5 nm,
Hard BD (HBD) can be preceded by SBD. SBD can be observed as a partial loss of the
dielectric properties, resulting in a smaller increase of the gate current when compared
to HBD. Multiple soft breakdowns do not necessarily result in a circuit failure.

For a circuit working at voltages within or even slightly above the nominal operating
voltages, hard breakdown is very unlikely, while soft breakdown only results in a
small increase of the gate current. Breakdown is therefore not the main focus of this
work. Nevertheless, the performance of circuits such as power amplifiers, monolithic
DC-DC converters and switched-capacitor circuits largely depends on the maximum
voltage that can be applied on the gate and drain of a transistor. Here, accurate
breakdown models can help to maximize the design margins while still guaranteeing

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_2
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sufficient circuit lifetime. Therefore, for the sake of completeness, a brief overview of
the most important breakdown models is given below. These models are however not
used further in the text. First, hard breakdown modeling is discussed in Sect. 3.4.1,
then modeling of soft breakdown is handled in Sect. 3.4.2.

3.4.1 Hard Breakdown

Hard breakdown dynamics have extensively been investigated in literature. As a
consequence different models have been proposed in literature. The most impor-
tant models are the thermochemical model, the anode-hole-injection model and the
voltage-driven model.

The thermochemical model is also known as the E model, since it assumes a direct
correlation between the applied electric field Eox and the logarithm of the device
lifetime. The model is explained by assuming the presence of weak chemical bounds
in the oxide, which can break due to the applied electric field. The time-to-breakdown
tBD can be expressed as (McPherson and Baglee 1985):

tBD ∝ exp(−γEox)exp

(
Ea

kT

)
(3.57)

with γ the field acceleration factor (γ ≈ 1.1decade/MV/cm) and Ea the thermal
activation energy (Ea ≈ 0.6 − 0.9 eV). The E model shows a good fit when a long-
term low-field voltage stress is applied, but is less accurate when predicting the
impact of high-field stress.

The Anode-Hole-Injection Model is also referred to as the 1/E model and predicts
a reciprocal electric-field dependence (Chen et al. 1985; Schuegraf and Hu 1994).
Here, the breakdown phenomenon is explained as the trapping of holes at localized
regions in the oxide:

tBD ∝ exp(β/Eox)exp

(
Ea

kT

)
(3.58)

with β a process-dependent electric field acceleration factor (β ≈ 350 MV/cm). In
contradiction to the E model, the 1/E model has been proved to provide a good fit
for data where a high electric field is applied. This model, however, is less accurate
in low-field stress situations.

Each of the models reviewed above can only fit a limited range of the electric field.
To alleviate this problem, researchers have proposed combined models (Hu and Lu
1999). Nevertheless, the applicability of these models does not appear to be valid for
technologies with a gate-oxide thickness smaller than 5 nm (<250 nm). Breakdown
of these ultra-thin oxides is shown to follow a power-law voltage dependence, rather
than an exponential dependence (Wu et al. 2001). Also, the temperature dependence
does no longer follow an Arrhenius temperature dependence (as for the E and 1/E
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model) with an activation energy that increases with temperature. The voltage-driven
model is expressed as:

tBD ∝ V n(T )
GS (3.59)

where the voltage acceleration factor n is temperature dependent. Due to this complex
interaction between voltage, temperature and oxide time-to-breakdown, the modeling
becomes much more complex than before. Later, this model was expanded to also
include the area dependency and to model the distribution of the time-to-breakdown
(Wu 2002; Wu and Su 2005). The latter is indeed required to do accurate TDDB circuit
simulations, since Eqs. (3.57), (3.58) and (3.59) only predict the characteristic time-
to-breakdown, while 63 % of the devices fail earlier than that. The time-to-breakdown
follows a Weibull distribution and has a cumulative failure probability equal to:

FBD = 1 − exp

(
− t

tBD,63

)β

(3.60)

with tBD,63 the characteristic lifetime (given by Eqs. (3.57), (3.58) and (3.59)) and β is
the Weibull slope parameter. Combining Eqs. (3.59), (3.60) and the area and temper-
ature dependency, one finally obtains a complete model for the time-to-breakdown
in ultrathin oxides (tox < 5 nm or <250 nm CMOS):

tBD ∝
(

1

W L

)1/β

F1/β
BD V a+bT

GS exp

(
c

T
+ d

T 2

)
(3.61)

with W and L the transistor width and length respectively. The time-to-breakdown
follows a non-Arrhenius model. Typical values for the model parameters (based on
measurements on CMOS transistors with a tox ranging from 1.65 to 5 nm) are: β =
1.64, FBD = 0.01 %, a = −78, b = 0.081, c = 8.81e–3 and d = −7.75e5 (Li 2008).
This model is to be used for breakdown predictions of circuits processed in advanced
CMOS technologies. For older technologies (>0.25 µm CMOS) Eqs. (3.57) and
(3.58) are more applicable.

3.4.2 Soft Breakdown

Since the introduction of thin-gate dielectrics (tox < 3 nm), time-dependent dielec-
tric breakdown received more attention in literature because of the presence of soft
breakdown preceding hard breakdown. While hard breakdown results in a loss of the
transistor gate-voltage controllability, soft breakdown does not necessarily coincide
with device or circuit failure. After soft breakdown, a percolation cluster is created
in the oxide. This results in a slight increase of the gate current. During the wearout
(WO) phase, this percolation path wears out until hard breakdown occurs. This is
indicated on Fig. 3.18 where tSBD represents the soft breakdown time, tWO is the
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Fig. 3.18 Hard breakdown
can be preceded by soft
breakdown in gate oxides
with a thickness smaller than
3 nm. The time between soft
and hard breakdown is the
wearout time (Sahhaf 2009)

wearout time and tHBD is the hard breakdown time. Similar to hard breakdown, soft
breakdown is also Weibull distributed and the time-to-breakdown has a power-law
dependence. The wearout phase has a different behavior and is studied and modeled
in (Sahhaf 2009). Most soft breakdown models published in literature only model the
occurrence of one soft breakdown spot. In reality, however, multiple soft breakdowns
can occur. Also, in contradiction to hard breakdown, the probability to have a circuit
malfunction resulting from only one soft breakdown spot is very small. Therefore,
it is important to model the number of (soft) breakdowns after a specific stress time,
rather than the time to (the first) breakdown (as described by Eq. (3.61) for hard
breakdown). The probability to have n SBD defects at time χ can be described with
a Poisson distribution (Wu and Su 2005):

Pn(t) = χn

n! exp(−χ) (3.62)

χ =
(

t

tSBD,63

)β

tSBD,63 = tSBD,ref

(
W L

Aref

)1/β (
VGS

Vref

)γ

where tSBD,ref is the time-to-breakdown at the 63rd percentile for a reference tran-
sistor with area Aref stressed at Vref . β and γ are process-dependent parameters.
Example values for the model parameters (extracted for a 0.9 nm EOT CMOS tech-
nology) are β = 0.7 and γ = −62 (Sahhaf 2009). Equation (3.62) is only valid for
fixed stress voltages. However, while a circuit is aging, the transistor stress voltages
might change due to aging-induced transistor parameters shifts. A dynamic SBD
model, including support for changing operating points, is therefore required. To
find such a model, the probability to have n SBD spots at time t2, Pn(t2), can be
looked at as the probability to achieve n′ (n ≥ n′) SBDs at time t1, multiplied by the
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probability to create an extra n − n′ breakdown spots between t1 and t2:

Pn(t2) =
∞∑

n′=0

[
Pn′(t1)

�χn−n′

(n − n′)!exp(−�χ)

]
(3.63)

�χ =
(

t2 − t1
tSBD|VGS1=VGS2

)β

with VGS1 the stress at t1, VGS2 the stress at t2 and VGS,1 and VGS,2 not necessarily
the same. Equation (3.63) can now be used to calculate a PDF for the number of soft
breakdowns after a specific stress waveform has been applied.

3.5 Aging-Equivalent Transistor Model

Sections 3.2.2, 3.3 and 3.4 have proposed a set of compact models for the most
important transistor aging effects. These models translate circuit-related parameters
such as stress voltages and transistor dimensions into an aging-induced change of
the device behavior. At a physical level, this change is related to an increase in the
number of interface and oxide traps. The latter directly affects the transistor threshold
voltage, but changes also other transistor parameters such as the carrier mobility or
the gate current. To simulate the impact of these changes on circuit functionality, an
aging-equivalent transistor model is required that includes all these time-dependent
changes.

Commercial simulation tools such as the reliability simulator integrated in Eldo
(Mentor graphics 2012), allow to directly adjust device model parameters. This,
however, requires a good understanding of the impact of transistor aging on the
large number of parameters included in modern device models (e.g. BSIM4 contains
around 220 parameters). Alternatively, one can add extra circuit elements such as
voltage and current sources to include the impact of aging on the transistor. A good
overview of the aging-inclusive transistor compact models is given in (Li et al.
2008). In this work, the aging-equivalent model depicted in Fig. 3.19 is used. The
next sections discuss how to calculate the magnitude of each of the additional circuit
elements shown in Fig. 3.19.

3.5.1 Threshold Voltage

The aging-induced threshold voltage shift is directly linked to the number of oxide
and interface traps generated (Tam et al. 1984; Wang et al. 2007):

�VTH = q(NIT + NOT)

Cox
(3.64)
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Fig. 3.19 The impact of aging on the performance of an nMOS transistor is modeled by adding
extra circuit elements to the nominal device. A similar subcircuit can be used for a pMOS transistor

with Cox the oxide capacitance per unit area. The change in threshold voltage shift
is modeled with a voltage source �VTH in Fig. 3.19.

3.5.2 Carrier Mobility

Sun and Plummer (1980) derived an empirical equation to describe the change in
channel carrier mobility due to the formation of interface traps. The equation only
applies to interface traps in the transistor inversion region. For HCI these traps are
generated in the depleted pinch-off region of a transistor in saturation. Thus the
effective mobility only decreases when the drain voltage is reduced and the pinch-off
region decreases or even disappears. Similarly, in case of bias temperature instability,
the carrier mobility shift is also larger for transistors operating in the linear region.
Further, if an aging effect is dominated by oxide traps (e.g. BTI effects in sub-65 nm
technologies (Grasser et al. 2009)), the carrier mobility shift will be rather small.
Therefore:

β(t) = β0

(1 + aγ�NIT)
(3.65)

where α is a process-dependent parameter and β0 is the current factor for a fresh
transistor. γ is a parameter between 0 and 1 to indicate the fraction of the interface
traps located in the inversion region. γ depends on VDS but is close to zero when the
transistor remains in saturation and becomes one as the transistor goes to the linear
region. Parameter a ≈ 3 for the IMEC 65 nm process used to also calibrate the HCI
and NBTI models presented in the Sects. 3.2.2 and 3.3. To simulate the impact of the
carrier mobility shift, an extra current source �Iβ is added to the transistor model in
Fig. 3.19. The value of this current source is:
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�Iβ = �β

β0
IDS0 (3.66)

with IDS0 the drain-source current of the transistor before it is aged and �β is the
aging-induced change in current factor.

3.5.3 Oxide Breakdown

Oxide breakdown results in an increase of the gate current. As discussed in Sect. 3.4,
this breakdown behavior is extremely complicated and the exact change in gate
current depends on many parameters including the breakdown location, the transistor
type, the applied gate voltage, the oxide area, etc. Further, in most analog circuits
transistors are stressed with moderate voltages. Circuit failure due to breakdown is
therefore very unlikely. To limit simulation time, the change in gate current resulting
from the first soft breakdown over wearout to hard breakdown is therefore modeled
with a first order model featuring two additional current sources (see �IGD and �IGS
in Fig. 3.19).4 These current sources follow a time-dependent behavior as proposed
in (Li et al. 2008):

�IGS = αI0

(
exp(κ · e(βVGS−θtox) · t) − 1

)
(3.67)

�IGD = (1 − α)I0

(
exp(κ · e(βVGS−θtox) · t) − 1

)
(3.68)

where κ is determined by the initial gate current I0 and the gate current at which
the circuit fails. Parameters β and θ depend on the technology, but example values
for a 1.5 nm EOT CMOS technology are: β = 8.64 and θ = 7.6 (Li et al. 2008).
Parameter α varies between 0 and 1 and is determined by the breakdown location
(i.e. α = 1 if the breakdown spot is located near the source). The probability to have
a breakdown at a given location is assumed to follow a uniform distribution.

3.6 Aging Model for Hand Calculations

The transistor aging compact models presented earlier in this chapter, are accurate
and well suited for circuit reliability simulation. However, they are too complex for
hand calculations. Nevertheless, when designing a circuit in an advanced CMOS
technology, a simple first-order model can help a designer early in the design phase.
For example, to compare the impact of aging on different circuit topologies or to

4 When analyzing circuits with transistors that are stressed near or above the nominal supply
voltage for an extended period of time, a more complex model has to be used. Such models have
been discussed in Sect. 3.4.
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Table 3.3 First-order transistor aging model useful for hand calculations (parameters given for a
32 nm CMOS process)

μ(VTH) VTH0 + �VTH

|�VTH| = V α
GST(C + n log(t))

σ2(VTH)
A2

VTH

2W L
+ A2

BTI|�VTH|
W L

pMOS α = 2.45, C = 4.0e–2, n = 1.3e–2,
AVTH = 2.4e–9, ABTI = 5.7e–9

nMOS α = 2.35, C = 4.5e–2, n = 1.5e–2,
AVTH = 2.4e–9, ABTI = 5.7e–9

find a good trade-off between circuit reliability and performance. Circuit reliability
simulation then typically requires too much time. Therefore, in this section a first-
order aging model for hand calculations is proposed.

Transistor aging is especially becoming a problem in sub-45 nm technologies. This is
mainly due to the increasing oxide electric fields, the severely aggravated PBTI effect
in nMOS transistors and the increased time-dependent variability due to stochastic
aging effects in these technologies. The first-order model, proposed in Table 3.3,
therefore focuses on these advanced technologies. The model allows designers to
calculate the average threshold voltage and the variance on the threshold voltage as a
function of time. Representative model parameter values for a 32 nm HKMG CMOS
technology are extracted from literature (Degraeve et al. 2008; Pae et al. 2008; Lewyn
et al. 2009; Cho et al. 2010; Kaczer et al. 2010; Pae et al. 2010). VGST, in Table 3.3,
represents the gate-source overdrive voltage. A transistor biased in the subthreshold
region (VGST < 0) does not age. The time t is expressed in seconds and the absolute
value of the VTH increases for both nMOS and pMOS transistors.

The model is derived from the NBTI model proposed in Sects. 3.3.2 and 3.3.4. PBTI
and NBTI are believed to be the most dominant aging effects in nm CMOS technolo-
gies (Degraeve et al. 2008; Pae et al. 2010). The model assumes a constant stress
applied to the transistor and a logarithmic time dependence. Calculating the impact
of time-varying stress indeed requires a model as presented in Sect. 3.3.2 and is too
complex for hand calculations.

3.7 Conclusions

This chapter has discussed the development of a set of compact models for evaluating
the impact of the most important transistor aging effects. Each model has been
optimized for the simulation of analog circuits:

• Hot Carrier Injection (HCI): although less important in nanometer CMOS tech-
nologies, this effect can still be a problem for high-voltage applications such as
power amplifiers and inductor-based oscillators). Therefore a new HCI compact
model has been proposed. This model has been validated on a 65 nm technology.
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• Bias Temperature Instability (BTI): this is the most important aging effect for
analog circuit reliability in nanometer CMOS. Partial recovery of the transistor
damage when the stress voltage is reduced significantly complicates modeling
this phenomenon. A new NBTI compact model, that includes this recovery effect
has been proposed. The model has been characterized and validated on a 65nm
CMOS technology.

• Time-Dependent Dielectric Breakdown (TDDB): although this phenomenon
can cause abrupt circuit failure, the voltages at which this happens are typically
not used for analog circuits in nanometer CMOS. Nevertheless, a set of compact
models has been given. These models capture the breakdown effect from the first
soft breakdown spot over the wearout of the oxide to the eventual hard breakdown
event.

Finally, the last section in this chapter has presented an aging-equivalent transistor
model. Extra current and voltage sources, added to the standard transistor BSIM
model, emulate the impact of aging on the behavior of the transistor. Also, a simple
first-order model useful for reliability hand calculations has been proposed. Both the
aging-equivalent transistor model as well as the model for hand calculations will be
used for circuit reliability analysis in future chapters.



Chapter 4
Background on IC Reliability Simulation

4.1 Introduction

Since the introduction of the first SPICE simulator in 1973 (Nagel and Pederson
1973), circuit designers use simulators to predict and optimize circuit performance
at design time. This results in huge savings in development costs and enables a
designer to maximize the performance of his or her circuit in a particular technology.
Over time, computer-aided design (CAD) software has become more complex and
more and more aspects related to IC development have been modeled and included
in circuit simulation tools. As designers try to push their designs to the limit, using
technologies with ever-smaller feature sizes, more and more reliability problems pop
up. Guaranteeing sufficient product yield under the presence of process variations,
for example, have become one of the first major IC reliability issues. To estimate the
impact of process variations at design time, EDA companies have started to offer
variation-aware simulation methods such as corner simulations or Monte-Carlo (MC)
simulations.

With transistor aging effects having an ever increasing impact on circuit performance
(see Chap. 2), circuit reliability simulation is another important part of a modern
IC design flow. Without such a tool, designers are forced to use design margins,
extracted from measurements on individual transistors (e.g. limit VDD such that
�VTH < 50 mV after 10 years). However, these margins are often too restrictive
and can result in huge circuit overdesign. Also, these rules do not guarantee circuit
reliability, especially for analog circuits which tend to be very sensitive to small
transistor parameter variations. Accurate reliability simulation therefore enables a
designer to significantly increase the circuit design space, to meet tougher circuit
specifications and to guarantee reliable circuit operation.

In Sect. 4.2, this chapter first discusses the most important simulation methods
published in literature. Special attention is given to BERT, which is one of the first
reliability simulation toolsets, developed in the early 1990s by a group in UC Berkeley
(Tu et al. 1993). Section 4.3 reviews the reliability simulators integrated in each of the
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major commercial SPICE simulators: the Mentor Graphics Eldo reliability simulator,
Cadence RelXpert and Synopsys MOSRA. Since most of these simulators are based
on the methods discussed in Sect. 4.2, the focus of Sect. 4.3 is on the completeness
of functionality and the usability of the tools.1 The advantages and disadvantages of
the various academic and commercial simulators are discussed in Sect. 4.4. Finally
Sect. 4.5 gives the conclusions of this chapter.

4.2 Literature Overview

Guaranteeing circuit reliability in the presence of transistor aging has been a problem
since the mid 1980s. As a consequence, over the years many circuit reliability simu-
lators have been proposed in literature. First, during the late 1980s and early 1990s,
when hot carrier degradation was a major problem, tools such as HOTRON (Aur
et al. 1987), RELY (Sheu et al. 1989) and BERT(CAS) (Tu et al. 1993) were devel-
oped. Later, when effects such as TDDB and NBTI became more important, a second
group of simulation methods was proposed (Xuan et al. 2003; Parthasarathy 2006;
Bestory et al. 2007; Yan et al. 2009; Wang et al. 2010). Below, the most important
reliability simulation methods are reviewed in more detail.

4.2.1 Berkeley Reliability Tools (BERT)

The Berkeley Reliability Tools (BERT) are a set of methods, developed by Hu et al.
at the University of California Berkeley in the early 1990s (Tu et al. 1993). The
toolset allows to simulate the impact of hot-electron degradation in MOSFETs and
bipolar transistors. Further, prediction of circuit failure due to oxide breakdown or
electromigration in CMOS, bipolar and BiCMOS is supported. The toolset is written
around a commercial circuit simulator such as SPICE. Although rather old, a lot
of modeling and simulation elements used in BERT are still applied in modern
commercial reliability simulators. As a main disadvantage, BERT assumes each
aging effect to be independent from one another. However, in reality this is often
not a valid assumption. For example, oxide traps generated due to hot carriers, will
affect the oxide wearout degradation rate and can result in an early breakdown-related
circuit failure.

As an input, the user must provide a netlist with the description of the circuit and
technology-specific device model parameters for each aging effect. BERT obtains
voltage waveforms for each transistor using a commercial circuit simulator. BERT
itself is designed as a pre- and post-processor combination around the SPICE

1 In accordance with the focus of this work, this chapter focuses on tools intended for analog circuit
lifetime analysis. Other useful and complementary tools such as the Berkeley Design Automation
AFS platform, the Solido Analog+ Suite, the Muneda WiCkeD toolset or any toolset for digital
circuit simulation and verification are not discussed here.
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Fig. 4.1 The Berkeley reliability tools (BERT) consist of a pre- and post-processor around a SPICE
engine (Tu et al. 1993)

Fig. 4.2 Calculation of aged device parameters from pre-stressed devices and simulated AGE
parameters. The barrels represent pre-stressed devices for specific AGE parameter values (AGE1
to AGEi ). The degradation of a specific transistor in a circuit is represented by AGE. The graph
illustrates how measured device parameter shifts are interpolated to find the device parameter shift
corresponding to the degraded transistor in the circuit under test (Tu et al. 1993)

engine (see Fig. 4.1). Both processors each contain a module for each reliability
phenomenon:

1. The circuit aging simulator (CAS) module simulates hot-carrier degradation
(Fig. 4.2).

2. The circuit oxide reliability simulator (CORS) module simulates time-dependent
dielectric breakdown.
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3. The electromigration (EM) module simulates electromigration.
4. The bipolar circuit aging simulator (BiCAS) simulates hot-carrier degradation in

bipolar transistors.

This modular structure allows easy expansion of the toolset, for example with a
module to simulate the impact of radiation effects. The two most important modules
with respect to the focus of this work are briefly explained in the following two
paragraphs.

The BERT CAS (circuit aging simulator) module requires the circuit simulator to
output the voltage waveforms at the terminals of all MOS transistors. The post-
processor uses these waveforms to calculate the degradation rate of each transistor.
This is done through an AGE parameter, which quantifies the amount of hot carrier
degradation in each device as a function of the bias conditions and time. The AGE
parameter for an nMOS transistor, for example, is based on the lucky-electron model
(see Sect. 3.2.1 and Hu et al. 1985):

AGE =
∫ Tstr

0

IDS

W HHCI

(
Isub

IDS

)mHCI

dt (4.1)

where W represents the device width and HHCI and mHCI are technology-dependent
parameters. Isub is the substrate current and IDS is the drain current. Tstr is the
stress time. The amount of damage done to transistor model parameters such as the
threshold voltage or the carrier mobility is then related to this AGE parameter:

�VTH = f (AGE) (4.2)

The post-processor calculates the AGE parameter for each transistor and stores the
result in an age table. The pre-processor then uses this age table to generate new
transistor model parameters for each stressed device. This is done by interpolation
between user-supplied process files. These files are based on stress measurements
on actual transistors and contain shifts in device parameters as a function of the
corresponding AGE parameter values. Finally, the user can simulate the modified
netlist to analyze the impact of hot carrier degradation on the circuit under test. The
BERT CAS module has been integrated in Cadence (see Sect. 4.3.2).

The BERT CORS (circuit oxide reliability simulator) module calculates the prob-
ability of circuit failure due to oxide breakdown. BERT uses the 1/E-model (see
Sect. 3.4.1) to model the TDDB phenomenon. However, TDDB is a stochastic phe-
nomenon and the time-to-breakdown is a statistical variable. Therefore, the CORS
module calculates the probability for a specific device to break down before the user-
defined circuit stress time. First, the 1/E-model is used to calculate the maximum
effective oxide thickness tox,max that will cause a breakdown before the pre-defined
circuit stress time. Then, a user-defined cumulative distribution function for the time-
to-breakdown, corresponding to tox,max, is used to calculate the probability that at
least one device in the circuit fails.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Being one of the earliest and most complete simulators in its time, BERT had a big
influence on the development of commercial reliability simulators. However, other
reliability simulation methods have also been presented, not only during the same
decade BERT was developed, but especially later when NBTI became one of the most
important aging phenomena. The next section highlights some of these methods.

4.2.2 Other Reliability Simulators

Most circuit reliability simulators, such as the one discussed in the previous para-
graph, are built around a SPICE simulator. As a consequence, such a simulator is
independent of the SPICE engine which can be an advantage for designers working in
a multi-simulator environment but also for the tool developers who can build their tool
around existing simulators. The entire aging calculation, however, happens after the
SPICE simulation and therefore requires extra time. Also, the SPICE simulator needs
to store the waveforms on every node in the circuit, requiring memory and slowing
down the SPICE simulation itself. In order to solve these problems, Parthasarathy
proposed a method that is integrated in the SPICE simulator (Parthasarathy 2006;
Parthasarathy et al. 2006). In this case, the reliability simulation is done while the
transient simulation is running: i.e. the aging of each transistor is calculated at each
transient step when the operating points are computed. Therefore, the simulator does
not need to store all internal voltages and there is no extra time required to calculate
the circuit degradation after the SPICE simulation. At the end of the SPICE simula-
tion, the degradation is extrapolated to the desired circuit lifetime. Then, the circuit
is evaluated again to extract the aged circuit performance. The main disadvantage of
this method is that it is very simulator specific. This approach has been integrated in
the Eldo reliability simulator (see Sect. 4.3.1).

Even if an integrated simulation approach such as described above is used, reliability
simulation still requires a huge computational effort. To further reduce simulation
times, alternative approaches have been explored. Bestory et al. (2007) proposed to
use a hierarchical approach where each system sub-circuit is replaced by a behavioral
model. Such a model not only includes input parameters and environmental parame-
ters, but also supports transistor aging. Using a model to evaluate each sub-circuit in
a system significantly speeds up reliability simulation and even allows to do a MC
analysis on top of the reliability simulation. Then, one can calculate the circuit failure
rate, as opposed to the performance of only one circuit sample. The main disadvan-
tage of the work presented in Bestory et al. (2007) is the way how the sub-block
models are constructed: i.e. using VHDL-AMS and designer knowledge. Indeed, in
that case, the designer is required to know how to model the behavior of the circuit
and also how to model the impact of transistor aging. This requires a huge effort and
substantial knowledge about transistor aging effects.
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4.3 Commercial Reliability Simulators

Above, the most important reliability simulation methods published in literature
have been discussed. Some of these methods have been implemented in commercial
products and are available for IC designers to evaluate the lifetime of their circuits.
This section reviews each of the major commercial reliability simulators available
on the market.

4.3.1 The Mentor Graphics Reliability Simulator

The reliability simulator provided by Mentor Graphics is integrated in Eldo, a SPICE
circuit simulator (Mentor graphics 2012). The simulator is based on work done by
Parthasarathy et al. (Parthasarathy 2006; Parthasarathy et al. 2006) and is intended
to provide information about circuit performance shifts due to gradual transistor
aging effects. Abrupt effects such as dielectric breakdown are therefore not sup-
ported. Further, this tool also does not work for the reliability simulation of circuits
in sub-45 nm CMOS. Indeed, due to the limited number of dopant atoms in these
technologies (<100), aging effects such as BTI that used to change gradually in
older technologies, also change in discrete steps in these newer processes (see also
Sects. 2.4 and 3.3). The simulator framework consists of two parts, which are briefly
explained in the next sections:

1. A user-defined reliability model (UDRM) interface enabling users to implement
their own reliability models.

2. A reliability simulator to analyse the impact of aging phenomena, modeled
through the UDRM interface, on the behavior of a circuit.

The user-defined reliability model (UDRM) consists of a set of functions written
in the C language. These functions can be used to define one’s own device reli-
ability compact model equations, such as the models presented in Chap. 3. These
models are then evaluated by the simulation kernel during the reliability simulation.
So-called interface functions can be used to extract circuit-specific information such
as voltages, currents and sizes. This information is needed to accurately calculate the
impact of the aging of each device in the circuit. Each transistor aging model should
consist of two parts. The first part defines how to calculate a stress parameter. This is
a time-independent quantity representing the stress on any device at a specific point
in time. Then, a second set of equations defines how to relate this stress parameter
to a time-dependent change in the device model parameters (i.e. BSIM parameters).
This relationship can be different for different model parameters. Except for a first-
order example model for hot carrier effects, the Mentor reliability simulator does
not provide transistor aging models. Therefore, they must be defined by the user or
provided by the foundry before a reliability simulation can be carried out.

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 4.3 Flow chart of the reliability simulation flow implemented in Eldo

The Eldo reliability simulator requires a normal netlist at the input. The netlist should
contain a .TRAN (transient analysis) or .SST (steady state analysis) statement to allow
extraction of the exact stress voltage on each node of each transistor in the circuit.
This is important since most aging effects have a nonlinear dependence on the stress
voltage (also see Chaps. 2 and 3). Calculating only the average DC stress voltage (e.g.
with a DC operating point analysis) therefore does not yield a correct result. Figure 4.3
depicts a schematic representation of the reliability simulation flow implemented in
Eldo. First, Eldo requires a .AGE command in the netlist to determine:

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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• The total circuit stress time (Tage),
• the number of time intervals Tage will be divided into (number of runs),
• the method with which to divide Tage: linearly or logarithmically.

Dividing the total stress time in a larger number of intervals will result in a more
accurate aging simulation. Also, this will account for the gradual change in bias con-
ditions as a result of the transistor aging. After parsing the .AGE command, a transient
simulation on the fresh netlist is carried out. Then, the stress of every transistor is
calculated, using the equations given in the user-defined reliability model (UDRM).
All the calculated stress values are combined in a stress vector Stress_integral. Next,
Ti is calculated to determine the next time point at which the aged simulation will
be carried out. If linear time division is specified, then equal time divisions will be
considered. However, if a logarithmic time division method is specified, the time
divisions will be crowded at the beginning and get larger as Tage is approached. This
can be useful since some aging effects such as HCI and BTI have a power-law time
dependence. The calculated stress vector Stress_integral is then multiplied by a fac-
tor Ti/Ttransient, where Ttransient represents the total user-defined transient simulation
time. Here it is assumed that during Ti the aging-induced change in bias conditions is
negligible. The extrapolated stress vector Stress is then added to the previous stress
vector values (the impact of stress is calculated cumulatively through the runs). Next,
the new stress vector is used to update the parameters of the model card for each
ageable device in the circuit. Again this relationship is defined in the reliability model
equations. Once this is done, the circuit is ready for a new aged transient simulation.
This process is repeated until t = T age, where a final transient simulation is done
and the degraded performance of the circuit can be examined. The Eldo reliability
simulator also offers some analysis options, such as a sensitivity analysis to identify
which devices are sensitive and must not be stressed too much to avoid circuit failure.

4.3.2 The Cadence Reliability Simulator (BERT/RelXpert)

Cadence supports reliability simulation in Virtuoso Ultrasim and in the Analog
Design Environment (ADE) (Cadence 2012). The reliability simulator offers simula-
tion and analysis of the impact of gradual aging effects such as HCI and NBTI (also
see Chap. 2). Therefore, the tool has similar capabilities and limitations compared to
the reliability simulator included in Mentor Graphics Eldo (see Sect. 4.3.1).

Cadence supports two methods to model aging effects for a specific technology:

1. A table model (Aged Model): aged SPICE model parameters are extracted from a
fresh device at a number of stress intervals. These model parameters form a set of
aged model files. During the reliability simulation, the aging for each transistor
in the circuit is calculated based on interpolation or regression of the values in
these files. This approach is based on BERT (see Sect. 4.2.1 and Tu et al. (1993)).

2. An analytical model (AgeMOS): An analytical model describing each aging
effect. This model should be provided by IC manufacturers, but users can also

http://dx.doi.org/10.1007/978-1-4614-6163-0_2


4.3 Commercial Reliability Simulators 87

develop their own model description. Such a model describes the change of
a device model parameter as a function of the transistor age, process-specific
AgeMOS parameters and the applied voltage or current. This approach is based
on RelXpert, a tool developed by Celestry, and acquired by Cadence in 2003
(Celestry RelXpert 2012).

The analytical method (AgeMOS) allows a more accurate, more consistent and faster
reliability simulation, but is also harder to develop. IC manufacturers do not always
provide aging models and even if they do, the models often only include DC stress
effects (e.g. the BTI recovery effect, as described in Sects. 2.4 and 3.3, is often not
supported). A table model, on the other hand, is easier to construct, but is in most
cases too inaccurate due to large extrapolation errors. Cadence therefore advises to
use the AgeMOS model and even provides a basic HCI and NBTI analytical model
(model parameters still need to be provided by the foundry).

To use the reliability simulation with Virtuoso Ultrasim, a transient analysis is
required. This allows the simulator to extract accurate information about the exact
stress on each device in the circuit. Further the user needs to add additional control
statements to the Spectre SPICE netlist file. These include:

• A .age statement to specify the total stress time and intermediate points at which
the degraded netlist is evaluated,

• A statement to specify the age calculation method (table model or analytical
model),

• A .deltad statement, which enables a circuit lifetime calculation. The argument
given with this statement tells the simulator the maximum relative parameter shift
for any transistor in the circuit. For example, when .deltad 10 is specified and the
relative threshold voltage shift of an arbitrary transistor surpasses 10 % after a total
stress time Tstr, the circuit is considered to fail and the simulator returns a circuit
lifetime equal to Tstr.

The reliability simulator (using the more advanced AgeMOS analytical aging
models) is also supported by the analog design environment (ADE). Under the hood,
the reliability simulator in ADE, uses the same framework as the simulator in Virtu-
oso Ultrasim. Therefore similar simulator modes are offered, but specified through
a visual interface rather than a text-based approach (also see Fig. 4.4).

4.3.3 The Synopsys Reliability Simulator (MOSRA)

Synopsis MOS reliability analysis (MOSRA) is a reliability simulator included in
HSPICE and CustomSim (Synopsys 2012). MOSRA enables the analysis of the
impact of HCI and BTI effects on integrated circuits. Again, only gradual aging
effects are supported.

The Synopsys reliability simulation flow supports the use of custom models
Pdeveloped by device modeling teams within a company or by foundries. Additionally,

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 4.4 The Cadence analog design environment (ADE) includes a reliability simulator to analyse
the impact of gradual aging effects on the performance of a circuit. This simulator is also supported
by Virtuoso Ultrasim, but requires additional statements to be included in the netlist file rather than
through a visual interface

the tool comes with a set of compact models for both HCI and BTI degradation. Both
models are fairly accurate, when compared to the aging models offered by Eldo or
Cadence. The BTI model includes a term for the partial recovery effect that is essential
for BTI. Unfortunately, only the duty cycle of the input is included in this calculation.
Therefore, the model is actually only useful for the reliability simulation of digital
circuits. The HCI model not only supports the well-known lucky-electron model
(see Sect. 3.2.1) but also includes an extra term for accurate HCI simulation in the

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Table 4.1 Circuit reliability simulators compared

Name HCI BTI TDDB EM PVT AMS VLSI

Aur et al. (1987) HOTRON x x
Sheu et al. (1989) RELY x x
Tu et al. (1993) BERT x x x x
Xuan et al. (2003) ARET x x x
Parthasarathy (2006) – x x x
Bestory et al. (2007) – x x x x
Yan et al. (2009) – x x x x
Wang et al. (2010) SyRA x x x
Mentor Eldo RS x x x
Cadence RelXpert x x x
Synopsys MOSRA x x x

(Versions available on March 2012)

high-current regime. Model parameters need to be extracted from measurements or
provided by the foundry.

The MOSRA simulation flow includes two phases: a pre-stress simulation phase and
a post-stress simulation phase. During the pre-stress simulation phase, the simulator
computes the electrical stress of user-selected transistors in the circuit. This calcula-
tion is based on the MOSRA aging models. The result is then extrapolated to calculate
the total stress after a user-specified total circuit stress time. During the post-stress
phase, a second simulation is launched. The degradation of the device characteristics
is then translated to performance degradation at the circuit level. During the aging
simulation, the tool also considers the impact of accumulated stress and therefore
gradual changes of circuit bias conditions are also taken into account.

4.4 Discussion

Each of the techniques described above has certain advantages and disadvantages.
Commercial reliability simulators are mostly based on methods or tools published in
literature and therefore also inherit the same advantages and disadvantages. Table 4.1
lists the most important tools, published in literature and commercially available.

Older tools clearly focus on evaluating the impact of hot carrier degradation. Around
2005, when nitrogen was introduced in the gate stack, NBTI became increasingly
more important. Therefore, each tool introduced after 2005 also includes the impact
of (N)BTI in the reliability simulation. Only a very limited number of tools pro-
vide support for TDDB calculations. And even then, the support is limited. BERT
(Tu et al. 1993), only calculates the time-to-first breakdown which does not neces-
sarily coincide with an actual circuit failure. Yan et al. (2009) include the impact
of multiple soft breakdowns and hard breakdown, but only the nominal behavior is



90 4 Background on IC Reliability Simulation

modeled. The distinctive statistical nature of TDDB is thus not taken into account
(i.e. each transistor degrades in the same way and fails at the same time). Most tools
also do not support reliability analysis including process variations (indicated PVT
in Table 4.1). Nevertheless, as a designer it is important to consider this since one
circuit could age faster than another, resulting in a dispersion of the lifetime (Bestory
et al. 2007).

Most tools are intended for the simulation of analog or mixed-signal circuits. Typ-
ically, a transient simulation is required to extract the stress waveforms on every
node of every transistor in the circuit. Then, after calculation of the degradation of
each individual transistor, at least one other SPICE analysis is needed to evaluate the
impact of aging on the circuit behavior. This already results in a fairly large computa-
tional effort and even more simulations are required in order to simulate the gradual
aging-induced change of the circuit bias conditions. Although there are some differ-
ences in implementation (e.g. reliability simulation integrated in the SPICE simulator
(Parthasarathy 2006) as opposed to a script written around the SPICE engine (Tu et
al. 1993)), the reliability simulation of analog circuits is always limited to rather
small circuits (typically less than 200 transistors). Simulation methods dedicated for
digital circuit simulation are able to handle bigger circuits. In Wang et al. (2010), for
example, the authors only calculate the signal activity using an RTL simulator, which
significantly speeds up simulation time. However, this method is only applicable to
digital standard cell designs, while the analog or RF part of a chip could be much
more sensitive to transistor aging.

In conclusion, the reliability simulators discussed above are still far from perfect. The
ideal reliability simulator, for analog circuits, should have the following properties:

• Support all important aging effects: HCI, NBTI, PBTI and TDDB.
• Support stochastic aging effects in sub-45 nm CMOS technologies: e.g. BTI in

ultra-scaled CMOS (also see Sect. 3.3.4).
• Be capable of analyzing the combined impact of different transistor aging phe-

nomena on important circuit performance parameters.
• Be capable of analyzing the correlation between process variations and circuit

aging.
• Provide an extensive report on the impact of aging on the circuit including

performance = f(t), yield = f(t), failure rate, detection of aging-sensitive spots
in the circuit, generation of a degraded netlist, etc.

• Be capable of analyzing large circuits (>1000 transistors) in a reasonable time
frame (i.e. in a few hours) with limited computational power (i.e. with a personal
computer).

• Require minimal input from the circuit designer: he or she should not need pro-
found knowledge on transistor aging or its impact on the performance of a circuit.

• Be capable of generating a portable model of a (sub)-circuit to evaluate the impact
of process variations and circuit inputs on the circuit lifetime in a high-level envi-
ronment such as MATLAB.

• Be compatible with existing SPICE simulators.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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• Be compatible with all important device models such as BSIM3, BSIM4, PSP and
EKV.

In the next chapter, a set of new reliability simulation methods will be presented.
These methods are intended to solve some problems with the tools presented in this
chapter and to have the properties listed above.

4.5 Conclusions

Transistor aging effects are a potential reliability problem for analog circuits
processed in nanometer CMOS. To guarantee correct circuit operation throughout
the desired lifetime of a circuit, circuit designers typically use large design margins.
However, these margins significantly reduce the circuit performance and/or result in
a large area and power overhead. Furthermore, reliable circuit operation is still not
guaranteed. Circuit reliability simulators are therefore becoming a mandatory part
of the circuit design flow when working with an advanced CMOS technology.

This chapter has given an overview of existing reliability simulators. Over time,
various methods have been presented in literature, first to solve HCI problems and
later to also estimate the impact of BTI effects. Some of these techniques have
been adopted in commercial simulators to enable a designer to accurately simulate
the impact of these effects on a circuit’s operation. However, none of the reviewed
simulators provides sufficiently accurate transistor aging models for the simulation
of an analog circuit processed in a nanometer CMOS technology. Further, they are
mostly limited to the simulation of rather small circuits and not able to properly
analyze the impact of stochastic effects such as TDDB, BTI in sub-45 nm CMOS
or the impact of process variations. The first problem (the availability of compact
aging models) has been solved in Chap. 3, where accurate compact models for each
important aging effect have been discussed. The simulation-related problems will be
addressed next in Chap. 5.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_5


Chapter 5
Analog IC Reliability Simulation

5.1 Introduction

In Chap. 4, an overview of existing reliability simulators has been given. Although
a lot of research has been conducted in this area, leading to the implementation of a
reliability simulation framework in each of the major commercial SPICE simulators,
there are still a lot of deficiencies remaining (also see Sect. 4.4). Especially with the
evolution to ever-smaller CMOS devices, statistical effects resulting from process
variations and stochastic aging effects become more and more important. On top
of that, most academic and commercial simulators are limited to the simulation of
rather small circuits. Accurate reliability evaluation of large analog or mixed-signal
circuits is therefore still not possible.

In this chapter a set of simulation methods, addressing these problems and other
issues listed in Sect. 4.4, is proposed. The focus of the proposed simulator is on the
simulation of analog circuits, although the methods can also be applied to small
to medium-sized digital blocks. Section 5.2 first discusses an implementation of a
deterministic reliability simulator. Such a simulator does evaluate the impact of tran-
sistor aging on the performance of the circuit, but does not include stochastic effects
such as process variations or stochastic aging effects. The proposed method includes
some techniques to achieve a good simulation accuracy while limiting the computa-
tional effort. The combined impact of multiple aging effects on a single transistor is
also included. Further, a sensitivity analysis allows circuit weak spot detection and
provides a designer with the necessary knowledge to design a more reliable circuit.
Then, Sect. 5.3 discusses two implementations of a stochastic reliability simulator.
This simulator includes the impact of stochastic effects and enables the capability
to analyze the time-to-failure distribution of a design. A first implementation uses
a brute-force Monte-Carlo approach which proves to be accurate but very compu-
tationally intensive. A second implementation using a response surface method is
much more efficient. The latter also provides the user with an analytical model of
the circuit performance as a function of the most important statistical parameters.
The response surface method proves to be 1–3 orders of magnitude faster compared
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to the MC-based implementation. Finally, Sect. 5.4, proposes a flow to accurately
simulate the impact of deterministic and stochastic aging effects on large analog and
mixed-signal circuits. This method uses a hierarchical approach. First, the system
is partitioned in system subblocks. Then, each subblock is modeled separately and
finally the combined effect on the entire system is calculated using these subblock
models. An innovative active learning sample selection strategy, combined with a
fast function extraction symbolic regression, allows the fast and accurate modeling
of each subblock. Each simulation method is first explained and then demonstrated
on an example circuit. Section 5.5 the concludes the chapter.

5.2 Deterministic Reliability Simulation

A deterministic reliability simulator evaluates the impact of transistor aging effects
on the performance of a circuit. Each aging effect is assumed to be deterministic:
i.e. two identical transistors, stressed under the same conditions, will experience an
identical aging-induced performance shift. Also, the influence of process variations
is not considered. Although most of the existing simulators reviewed in Chap. 4 are
deterministic, obtaining a good simulation accuracy, combined with short simulation
times, is still a problem.

In this section, a state-of-the-art deterministic reliability simulator is proposed. First,
the problem at hand is explained in more detail in Sect. 5.2.1. Then, Sect. 5.2.2 dis-
cusses the implementation details of the proposed reliability simulator. Finally, in
Sect. 5.2.3, the simulator is demonstrated on an example circuit.

5.2.1 Problem Statement

A reliability simulator evaluates the behavior of a circuit as a function of the stress
time Tstr. This behavior is characterized with one or more performance parameters
Pi , such as the gain and bandwidth of an amplifier:

Pi = [
Pi

1 , . . . , Pi
m, . . . , Pi

M

]
(5.1)

with M the number of circuit performance parameters. ti is the circuit age, with
i = {0, . . . , I } and I the number of time points (t0 = 0s and tI = Tstr). Circuit
aging is evaluated over a period of hours, months or even years (Tstr = 1e6s−1e8s).
The period of an analog or a digital signal, however, is typically 15–20 orders of
magnitude smaller (Tsig = 1e-6s − 1e-12s). Further, transistor aging is a nonlinear
function of the applied voltages (also see Chaps. 2 and 3 where the aging effects
and the corresponding models have been discussed). Therefore, when calculating
circuit aging, it is not sufficient to use the average voltage applied to each transistor.

http://dx.doi.org/10.1007/978-1-4614-6163-0_4
http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.1 To avoid simulation
errors due to aging-induced
bias voltage shifts, the reli-
ability simulation is done in
multiple steps. The time step
between time point ti and ti+1
is indicated as hi . The total
stress time is Tstr

One has to include the actual time-varying stress present at each circuit node. To do
this, most reliability simulators perform a transient simulation and calculate the
aging of the circuit over a very small time span (i.e. a few signal periods). The
result is then extrapolated to the desired stress time. However, besides the risk for
extrapolation errors, the circuit bias conditions can change due to aging-induced
transistor performance shifts. Therefore, the aging simulation is typically done in
multiple steps, where each step hi is only a fraction of the total stress time:

Tstr =
I∑

i=0

hi (5.2)

where i = 0 corresponds to t = 0s and the number of steps I is determined by the
required simulation accuracy. This concept is also depicted in Fig. 5.1. The circuit bias
conditions change only marginally within one time step. Most simulators, reviewed in
Chap. 4, use an approach where the number of time steps is fixed by the user. However,
the required number of steps is very circuit dependent and is therefore often chosen
too large (resulting in unnecessary long simulation times) or too small (resulting in
inaccurate results). Further, within one time step, the aging is extrapolated from a
simulation over a few signal periods to a few hours, days or even months. This can
result in large extrapolation errors. Also, simulators such as BERT (see Sect. 4.2.1)
calculate the impact of each aging effect separately, while in reality these aging
effects affect each other. As a result, simulators such as BERT can significantly over-
or underestimate the impact of transistor aging.

The next section proposes an improved deterministic reliability simulator which
includes a set of methods to alleviate the problems described above.

5.2.2 Implementation

Most of the simulators in Chap. 4 are built around a SPICE engine. This approach
is more flexible compared to a reliability simulator integrated in an existing SPICE
engine. For that reason, the simulator discussed here, is also constructed as a script
around an existing SPICE simulator. In this work, the Eldo SPICE simulator was used,

http://dx.doi.org/10.1007/978-1-4614-6163-0_4
http://dx.doi.org/10.1007/978-1-4614-6163-0_4
http://dx.doi.org/10.1007/978-1-4614-6163-0_4
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while the reliability simulation software was written in Python (Mentor graphics
2012; Python programming language 2012). First, the general simulation flow is
explained. Then, algorithmic and implementation details are given and finally the
speed and accuracy of the proposed method are discussed.

Simulation Flow

Figure 5.2 depicts a schematic representation of the deterministic reliability simu-
lation flow. At the input of the simulator, the user has to provide a netlist, a stress
bench and a test bench:

• The netlist describes the circuit under test. This circuit can consist of multiple
subcircuits. Through additional statements in the netlist, the user can decide to let
the entire circuit age or only a subset of transistors or subcircuits.

• The stress bench describes the input voltages and currents applied to the circuit
during normal operation of the circuit. Also, it can be used to emulate an accelerated
life test at a larger than nominal voltage and/or temperature. The latter is useful
to determine suitable input conditions (i.e. test vectors) for prototype testing in
a lab environment. The stress bench has to contain a transient analysis to extract
accurate stress voltages on every node in the circuit.

• The test bench defines a number of tests done at regular time intervals during the
simulated lifetime of the circuit. These tests are needed to measure the circuit
performance parameters of interest. The latter can also be specified in the stress
bench, in which case a test bench is not required.

In addition to the input files, the user must also specify three simulation parameters:
the total stress time Tstr, a minimum step size hmin and an upper limit for the sim-
ulation error εmax. hmin and εmax determine the simulation speed and accuracy and
will be discussed in more detail further. The general flow of the reliability simulation
algorithm itself is depicted in Fig. 5.2 and is as follows:

1. The input netlist is evaluated with the stress bench and the test bench, using a
commercial SPICE simulator (indicated as SPICE Simulation in Fig. 5.2).

2. Circuit performance parameters are extracted and provided as an output to the
simulator (indicated as Performance PARAMETER Extraction in Fig. 5.2). The
time-dependent change in circuit performance is calculated in multiple time steps,
corresponding to multiple runs through the simulation flow. During the first iter-
ation of the algorithm, the performance values for a fresh circuit (at time t = 0s)
are extracted. The simulation is stopped if the overall stress time exceeds Tstr.

3. A step size algorithm is used to determine the next simulation step hi (indicated
as STEP SIZE Algorithm in Fig. 5.2). The minimum value for hi is bounded by
hmin, while εmax determines the maximum step size.

4. For every transistor, the simulator calculates the total accumulated degradation
during hi (indicated as GENERATE Aged Transistors in Fig. 5.2). This calcu-
lation is done using the transistor aging compact models discussed in Chap. 3.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.2 Deterministic reliability simulation flow. The input to the simulator is a netlist with a stress
bench, a test bench and a few simulation-related parameters. The output is an aged netlist at time
Tstr and a set of circuit performance parameters Pi . The performance parameters are defined in the
input netlist and evaluated at different time steps ti < Tstr. Also, weak spots are identified through
the sensitivity analysis. These are transistors or subcircuits that cause the largest aging-induced
circuit performance shifts

The voltages applied to each transistor, and provided as an input to the transistor
aging models, are extracted from the SPICE simulation results obtained in the
first step.

5. An aged netlist is generated (indicated as GENERATE Aged Netlist in Fig. 5.2).
In this netlist, every transistor is replaced by an aging-equivalent transistor model
as discussed in Sect. 3.5. This aged netlist is also provided as an output to the
user.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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6. The aged netlist is fed back to the SPICE simulator and the simulator calculates
the circuit aging over the next time step hi+1.

7. A sensitivity analysis, indicated as SENSITIVITY Analysis in Fig. 5.2, analyzes
the sensitivity of the circuit output to the aging-induced changes in transistor
parameters. To do this, the aged netlist is taken and in turn each transistor is
replaced by its original (fresh) counterpart. Then, for each transistor the impact
on the performance of the circuit, relative to the total aging-induced performance
shift, is observed.

At the output of the simulator, the user receives a degraded version of the netlist
for t = Tstr. One can evaluate this aged netlist to compare the voltages and currents
with the behavior of the original circuit. Or, alternatively, the degraded netlist can be
used as part of a larger system, to see the impact of the aged circuit on the overall
system performance. Further, the performance parameters, originally specified in
the stress bench and the test bench, are provided at the output. These performance
parameters have been evaluated after each time step and the user can use these to
visualize the time-dependent circuit behavior. Finally, resulting from a sensitivity
analysis on the aged netlist, circuit weak spots are pinpointed. A weak spot is a
group of one or more transistors for which the aging has a large effect on the circuit
performance.

In the next three sections, more details about the implementation of the reliability
simulator are given. First, the simulator step size algorithm is discussed. Instead
of a fixed or user-defined step size, the simulation steps are automatically deter-
mined such that the simulation speed is maximized while still maintaining good
accuracy. Then, the algorithm to generate the aged transistors is reviewed. This algo-
rithm allows to include the impact of multiple simultaneous aging effects. Also,
it solves the simulation accuracy problem that typically arises when extrapolat-
ing from aging of a transistor over a few signal periods to transistor aging in one
time step hi . Finally, the sensitivity analysis used to detect circuit weak spots is
discussed.

Adaptive Step Size Algorithm

As explained in Chap. 4, academic or commercial simulators either calculate the
circuit aging in one step or they use a user-defined number of steps. These steps are
then logarithmically or linearly spread over the stress time. Using multiple time steps
does help to include the aging-induced shift of the circuit bias voltages. However,
using a fixed number of steps and a fixed step size either results in excessive simulation
times or inaccurate results.

In this work, the step size and the number of steps is automatically adapted to the
change in circuit performance. If the circuit performance changes a lot, the time steps
are chosen small in order to reduce extrapolation errors. If the circuit performance is
very insensitive to circuit aging, however, the simulator can use large time steps to

http://dx.doi.org/10.1007/978-1-4614-6163-0_4
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speed up the reliability simulation. Thus, during every iteration i , the magnitude of
the time step hi is maximized. At the same time, the simulation accuracy is guaranteed
by limiting the maximum relative shift of each circuit performance parameter Pi

m

during hi : i.e.

∣∣∣∣
Pi−1

m −Pi
m

min(Pi−1
m ,Pi

m )

∣∣∣∣ ≤ εmax (see Algorithm 2). εmax is a parameter chosen

by the designer (typically 0.01 < εmax < 0.1). After every iteration i , the aged
circuit is fed back to the input of the transient simulator and resimulated to get an
input for the next extrapolation (also see Fig. 5.2). This procedure is repeated until
the total stress time equals the user-defined lifetime Tstr.

Algorithm 2 Adaptive Step Size Algorithm

1: INPUT: i , ti , ti−1, hi , Pi−1, Pi

2: if i == 0 then

3: First iteration:

i = i + 1
h = hmin

4: else

5: Determine error vector −→ε :

−→ε =
∣∣
∣∣
∣

Pi−1 − Pi

min(Pi−1, Pi )

∣∣
∣∣
∣

6: Calculate next time step:

h = max

(

hmin, hi

[
0.9εmax

max
(−→ε )

])

7: Evaluate error vector −→ε :

8: if max(−→ε ) < εmax or hi == hmin then
9: Previous time step was good:

i = i + 1
10: else
11: Previous time step was too large:

Restore netlist to state ti−1
i = i

12: end if

13: end if

14: Update stress time:
ti = ti−1 + h
hi = h

15: OUTPUT: i , ti , hi
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Transistor Aging Algorithm

The reliability simulation, as schematically depicted in Fig. 5.2, calculates the circuit
aging in multiple time steps to prevent extrapolation errors due to bias voltage shifts.
For each time step hi , a transient simulation is performed to extract the applied stress
voltages on each transistor over a short stress time htran. Then, for each transistor,
the accumulated stress during hi is calculated. Yet, the former is much smaller than
the latter:

htran � hi (5.3)

As discussed in Chap. 4, transistor aging is therefore typically simulated by first
calculating the degradation over htran and then extrapolating the result to hi . Unfor-
tunately, this can result in large extrapolation errors.

Therefore, in this work an alternative simulation method is proposed. The stress wave-
form, obtained from the SPICE simulation, is stretched in time until it matches hi (see
Fig. 5.3). Then, when the accumulated aging-induced damage is calculated, there is
no need for extrapolation since the damage at the end of the stress signal corresponds
to the damage after stress time hi . The major assumption behind this technique is that
the aging effect is frequency independent. Indeed, by stretching the stress waveform

Fig. 5.3 Stretching the stress waveform to match the stress time reduces simulation time while at
the same time avoiding the need for extrapolation

http://dx.doi.org/10.1007/978-1-4614-6163-0_4
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in time, a similar but much slower varying variant of the original stress waveform is
used for the aging calculation. As already discussed in Chap. 2 and experimentally
demonstrated by (Sasse 2008; Ramey et al. 2009), HCI and BTI effects are fre-
quency independent.1 Thus, the above method is valid and offers a better alternative
to extrapolating the transistor aging effects and risking large simulation errors.

Multiple aging effects can simultaneously affect the behavior of a single transistor.
For example, HCI and PBTI both affect the VTH of an nMOS transistor. To simulate
the combined impact of both effects, the aging of a single transistor is also performed
in multiple time steps (see Algorithm 3). The algorithm uses an adaptive step size

Algorithm 3 Transistor Aging Algorithm

1: INPUT: ti , hi , Di−1

h′ = hi

2: while hi > 0 do

3: Calculate aging over h′ (also see chapter 3):
D′ = Di−1 + DHCI + DBTI

4: if D′ − Di−1 < 0.1Di−1 then
5: Good step size:

hi = hi − h′
Di−1 = D′

6: end if

7: if D′ == Di−1 then
8: Increase step size:

h′ = min(2h′, hi )

9: else
10: Calculate new step size:

h′ = min

⎛

⎝hi , h′ 0.1∣∣∣∣
D′−Di−1

Di−1

∣∣∣∣

⎞

⎠

11: end if

12: end while

13: Update transistor degradation:
Di = D′

14: OUTPUT: Di

algorithm, similar to the algorithm used for the overall reliability simulation (see
Algorithm 2). Again, this approach maximizes the simulation speed, but at the same
time limits extrapolation errors by limiting the maximum relative shift in transistor
degradation.

1 TDDB is frequency dependent (Sasse 2008). However, TDDB is also a stochastic effect and is
therefore by default not supported by the kind of simulator presented in this section. A suitable
approach, including TDDB, will be discussed in Sect. 5.3.

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3


102 5 Analog IC Reliability in Nanometer CMOS

Sensitivity Analysis

After evaluating the circuit behavior as a function of the stress time, from a designer
point of view, it is also interesting to know the cause of failure in case of an actual
reliability problem. A sensitivity analysis enables a designer to identify possible
weak spots in the circuit: i.e. transistors or subcircuits dominating the aging-induced
circuit performance shift. The sensitivity of performance parameter Pj to the aging
of transistor Mx is defined as (Sensitivity analysis 2012):

S Pm
�Pm,Mx

= �Pm,Mx

�Pm
(5.4)

where �Pm represents the aging-induced performance shift when all transistors in
the circuit are aging. �Pm,Mx is the performance shift when all transistors in the
circuit are aging, except for transistor Mx which does not age at all. The sensitivity
value, given in Eq. (5.4), is evaluated for each parameter Pm and for each transistor
Mx. If the value of S Pm

�Pm,Mx
is large, the aging-induced shift of Pm is dominated

by the aging of transistor Mx. The sensitivity value is positive when transistor aging
results in an increase of Pm and negative if Pm decreases. Note how Eq. (5.4) does not
only depend on the susceptibility of the circuit performance to transistor variations.
Indeed, the aging-induced magnitude of these variations is also important. In other
words, a transistor that ages a lot does not necessarily lead to circuit failure and vice
versa.

Complexity and Accuracy

The simulation speed and accuracy of the proposed method are now validated on a
current mirror test circuit. As circuit performance parameter P , the aging-induced
shift in output current was monitored. The reliability simulation was done multi-
ple times. First, a number of times with an increasing number of fixed time steps
(in accordance with the method integrated in most aging simulators discussed in
Chap. 4). Then, the same simulation was done with the adaptive step size algorithm
for different values of εmax . A smaller εmax results in a smaller simulation error, but a
larger number of time steps. For each simulation result, the normalized mean square
error (NMSE) between the actual degradation2 and the calculated degradation was
calculated:

NMSE = σ2(εP )

σ2(P)
(5.5)

2 This value has been approximated, based on a simulation with a large number of fixed time steps
(I = 1000).

http://dx.doi.org/10.1007/978-1-4614-6163-0_4
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Fig. 5.4 Validation of the proposed reliability simulation flow. The prediction error (NMSE), when
using the proposed algorithm with adaptive step size, is significantly lower compared to conventional
methods using a fixed number of time steps

with σ2(εP ) the variance on the prediction error and σ2(P) the variance on the stress-
time-dependent output current. The test results are depicted in Fig. 5.4. The figure
clearly shows how the proposed algorithm yields a much lower prediction NMSE
compared to the conventional fixed step size approach. This difference is the largest
(with an up to 10 times smaller prediction error for the proposed algorithm) for a
small number of time steps. In reality, that is also the region of interest, since a small
number of time steps results in short simulation times. The proposed algorithm there-
fore results in short reliability simulation times, combined with a good simulation
accuracy.

5.2.3 Circuit Example

Above, the flow of the deterministic reliability simulator has been discussed in detail.
In this section, the method is demonstrated on an clocked comparator circuit. First,
the circuit topology and the applied stress voltages are discussed. Next, the first-
order aging model, presented in Sect. 3.6, is used to calculate the impact of transistor
aging on the circuit performance. This hand calculation is then compared to the more
accurate result obtained from the reliability simulator. The output of the simulator is
also discussed in detail.

Circuit Schematic

The example circuit is a fully differential clocked comparator as depicted in Fig. 5.5.
The circuit is simulated in a 32 nm CMOS predictive technology with a 1 V supply

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.5 The clocked comparator, used as a demonstrator circuit for the deterministic reliability
simulator

voltage (Arizona state university predictive technology model 2012). At one input
a reference voltage Vref is applied, which is compared to the voltage applied at the
other input Vin. If Vin > Vref, Vout1 is high and Vout2 is low. In a first stage, the input
is pre-amplified and then, when the clock signal is low, it is converted into a digital
output by a back-to-back inverter in the output stage.

In this example, Vref = 0.2 V and Vin is a sine wave with an amplitude of 0.4 V
and a DC value of 0.5 V (see Fig. 5.6). If Vin > Vref, the stress voltage on the gate
of transistor Min2 is larger than the voltage on the gate of Min1. Also, the stress
on Md2 will be larger than the stress on Md1. As a consequence, Min2 and Md2,
which age due to NBTI and PBTI respectively, will degrade more than Min1 and
Md1 (as indicated in Fig. 5.6). Next, if the input voltage is low and Vin < Vref, the
situation is reversed and Min1 and Md1 will age more than Min2 and Md2. How-
ever, in this example, the latter only happens during a small fraction of the time.
Overall, due to this asymmetric stress applied at the circuit input, Min2 and Md2
will age more than Min1 and Md1. This results in a time-dependent increase of the
mismatch between the transistors in the circuit and in turn affects the circuit perfor-
mance. Here, two performance parameters are observed: the input offset and the slew
rate.
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Fig. 5.6 Input waveform applied to the example circuit. When Vin > Vref, Min2 and Mo2 suffer
from NBTI and PBTI stress respectively. When Vin < Vref the situation is reversed, but over a
shorter time period

Hand Calculations

In Sect. 3.6 a first-order transistor aging model, intended for hand calculations, has
been proposed. Here, the use of this model is demonstrated by calculating the aging-
induced shift in offset and slew rate for the example circuit.

To first order, the circuit offset is determined by the mismatch between the input pair
of the first and second stage:

Voffset ≈ δVTH,Min + δVTH,Md

Apre
(5.6)

with δVTH,Min and δVTH,Md the mismatch between transistor Min1 and Min2, and
transistor Md1 and Md2, respectively. Apre is the gain of the pre-amplifier, which
is in this case 12dB. The stress voltage applied at the input Vin of the comparator is
time-varying (see Fig. 5.6). The first-order aging model, however, does only support
DC stress voltages. Therefore, for this calculation, the average DC stress of 0.5 V is
used as the stress voltage at the circuit input. A SPICE DC operating point analysis,
with 0.5 V at the circuit input, yields the stress voltages applied to each transistor
in the circuit and provides the necessary input for the reliability hand calculations.
The result of these calculations, for the transistors of interest and for a stress time of
5 years, are depicted in Table 5.1. Transistors Min1 and Md1 do not degrade, therefore
Eq. (5.6) can be simplified to:

Voffset ≈ |�VTH,Min2| + |�VTH,Md2|
Apre

(5.7)

= 4.6 mV@5year

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Table 5.1 Results of the
hand calculation for the aging
of the most important
transistors in the amplifier,
evaluated with the model in
Sect. 3.6

VGST(V ) |�VTH| (mV)@5 year

Min1 −0.12 0.0
Min2 0.17 1.9
Md1 −0.02 0.0
Md2 0.31 10.7
Mtail 0.21 3.2

The anticipated first-order offset after 5 years of operation is therefore 4.6 mV. The
circuit slew rate can be approximated by:

SR ≈ ISD,Mtail

CL
(5.8)

with ISD,Mtail the drain-source current of Mtail. CL is the load capacitance at the
output of the circuit. Only ISD,Mtail can change due to transistor aging. Table 5.1
shows how the expected VTH shift for Mtail is 3.2 mV. The overdrive voltage of that
transistor, however, is 210 mV. Therefore, the aging-induced shift of the tail current
and the slew rate is expected to be very small.

As demonstrated above, the hand calculations can help to obtain a first impression
of the impact of transistor aging on the performance of a circuit. However, the aging
model used here is only a first-order model which takes the average voltage applied to
each transistor as stress voltage. This calculation therefore only indicates a potential
reliability problem and a computer reliability simulation is required to obtain a more
accurate result.

Simulation Results

The aging-induced shift in circuit performance has also been calculated by the
simulator discussed above. The results are depicted in Fig. 5.7. The input offset
changes from nearly 0–1.27 mV over a time span of five years. The slew rate, which
mostly depends on the transistor drive current and the output capacitance, remains
fairly constant. The change in both performance parameters has a log(t) time depen-
dence, which corresponds to the logarithmic time dependence of the NBTI and PBTI
effect (also see Chap. 3). Compared to the offset shift of 4.6 mV calculated by hand
in the previous section, the actual offset shift of 1.27 mV is much smaller. This is
because, in contradiction to the assumed DC input when calculating the offset by
hand, the actual input is a sine wave. Therefore, transistors Min1 and Md1 will also
age, although not as much as Min2 and Md2. As expected from the hand calcula-
tions, the shift in slew rate is indeed very small. The results obtained in the previous
section therefore show to be very useful to get a first-order estimate for the circuit
aging. However, an actual reliability simulation is required in order to get a more
accurate result. Further, the reliability simulation also returns additional results to

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.7 The aging-induced circuit performance shift. The input offset is very sensitive to circuit
aging, while the slew rate remains more or less constant
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Fig. 5.8 The aging-induced |VTH| shift of every transistor in the circuit

allow an even better understanding of the impact of transistor aging on the circuit
performance.

Figure 5.8 shows the |�VTH| for every transistor in the circuit. The VTH shift of
the output stage transistors is very large, compared to the shift in the other transis-
tors, although still rather small in an absolute sense (max(�VTH) = 41 mV). The
reason for these relatively large VTH shifts is the application of large stress volt-
ages to the transistors in the output stage (VGS = VDD when switched on). Still,
as explained above, the aging of the output transistors does not have a large impact
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Fig. 5.9 A sensitivity analysis of the impact of transistor aging on the performance of the circuit
reveals the transistors that are responsible for potential circuit reliability problems

on the performance the circuit. As such, Fig. 5.8 only provides limited information
about the degradation of the circuit itself. The results of the sensitivity analysis, how-
ever, provide more relevant information and are depicted in Fig. 5.9. Figure 5.9 (left)
shows how the offset shift mostly results from degradation in transistors Min2 and
Md2. This corresponds to the intuitive analysis and the results of the hand calculation
discussed above. The degradation of transistor Mtail, which has the largest impact on
the drive current, has the biggest impact on the slew rate (see Fig. 5.9 (right)). Note
how the sensitivity analysis only compares the relative contributions of the different
transistors in the circuit. One still needs to examine the overall circuit degradation
(see Fig. 5.7) to assess whether there is an actual reliability problem or not.

Chouard et al. (2010b, 2011) conducted stress measurements on differential amplifier
circuits processed in a 32 nm CMOS technology. The results of these experiments
are in accordance with the simulations presented here. A deterministic reliability
simulator, as discussed in this section, is therefore a useful tool for a designer to
assess the impact of device aging on his or her circuit. Nevertheless, this simulator
does only include deterministic aging effects. The impact of stochastic effects, such
as TDDB, process variations or even BTI and HCI effects in ultra-scaled CMOS
processes cannot be simulated. Simulators published in literature or commercially
available also do not support this (also see Chap. 4). In the next section, this problem
is studied in more detail and a solution is proposed.

http://dx.doi.org/10.1007/978-1-4614-6163-0_4
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5.3 Stochastic Reliability Simulation

Section 5.2 has discussed the implementation of a deterministic circuit reliability
simulator. Such a simulator calculates the effect of transistor aging on the perfor-
mance of a circuit, but does not include the impact of process variations and stochastic
aging effects such as RDF, LER and TDDB. In nm CMOS technologies, however,
parametric process variability can have a significant impact on the performance of
a circuit right after production, but also when it ages (Bestory et al. 2007; Asenov
et al. 2008; Huard et al. 2008). No circuit sample is exactly the same, therefore each
circuit ages differently and some circuits will fail earlier than others. This dispersion
of the circuit time to failure (TTF) is also affected by stochastic aging effects such
as TDDB and BTI and HCI in sub-45 nm CMOS.

In this section, a stochastic circuit reliability simulator is proposed. Such a simulator
includes the impact of stochastic effects and enables a designer to calculate the time-
to-failure distribution, rather than only the mean time to failure. Section 5.3.1 first
explains the problem in more detail. Then, in Sect. 5.3.2, a first implementation of a
stochastic reliability simulator is proposed. This implementation uses a Monte-Carlo
approach, which is accurate but requires long simulation times. A more efficient
approach, using design of experiments to develop a circuit model, is proposed in
Sect. 5.3.3. Finally, Sect. 5.3.4 demonstrates both implementations of the stochastic
reliability simulator on an example circuit.

5.3.1 Problem Statement

In Chap. 2, two separate unreliability effects were identified: spatial unreliabil-
ity effects, which are fixed in time, and temporal unreliability effects, which are
time-dependent. Each of these effects can be considered to be deterministic or
stochastic.

Process variations are spatial stochastic aging effects. Due to these effects, matched
transistors are, in reality, not completely identical. As a consequence they will not
age in exactly the same way. Assume for example a pMOS transistor which ages due
to the NBTI effect. If a fixed stress voltage is applied to the gate of the transistor, the
aging-induced change in VTH can be modeled as3:

VTH = VTH0 + (VGS − VTH0)
α(C + n log(t))

︸ ︷︷ ︸
�VTH

(5.9)

3 This is a first-order approximation to illustrate the problem. A more complete and accurate
transistor compact model has been discussed in Chap. 3.

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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where VTH0 is the initial transistor threshold voltage. α, C and n are technology-
dependent parameters. The impact of process variations can be modeled as variation
on VTH0

4:

VTH0 = N (μ(VTH0),σ(VTH0)) (5.10)

From Eqs. (5.9) and (5.10) one can now derive a first-order expression for the standard
deviation on VTH, as a function of transistor age:

σ(VT H ) = σ(VTH0)
[
1 − α(VGS − VTH0)

α−1(C + n log(t))
]

(5.11)

= σ(VTH0)

[
1 − α�VTH

VGS − VTH0

]
(5.12)

Equation (5.11) suggests a relationship between the initial transistor variability and
the transistor age. In other words, the initial mismatch between transistors in a circuit
changes over time when these transistors age, even if they are subjected to the same
stress voltages. Further, temporal stochastic unreliability effects such as TDDB will
result in additional time-dependent circuit variability. In older technologies (>65 nm
CMOS), BTI and HCI can be considered as temporal deterministic unreliability
effects. However, for circuits processed in sub-45 nm CMOS technologies even BTI
and HCI can no longer be approximated as a deterministic phenomenon (also see
Chap. 3). This also corresponds with measurements reported in (Huard et al. 2008),
which show an increase of the VTH standard deviation over time.

Spatial stochastic reliability effects can have a significant impact on the performance
of a circuit. The pool of potentially fabricated circuits resulting from these variations,
can be described by an Ns-dimensional circuit factor space F , where every dimension
or factor fns , ns = {1, . . . , Ns}, represents a technology parameter following a
process-dependent statistical distribution. Examples of these factors are a resistor
value, the transistor VTH and the transistor current factor β. Every factor fns can
be characterized by a mean and a standard deviation. Data for each of these factors
can come from test structures on wafers or from SPICE simulations on statistical
models that have been characterized by the foundry. Additionally, temporal stochastic
reliability effects, such as TDDB or BTI in sub-45 nm CMOS, also have an impact
on the failure distribution. Therefore, F is augmented with Nt temporal factors
fnt , nt = {1, . . . , Nt}. Examples of these temporal factors are parameters β and θ in
the transistor breakdown model (see Sect. 3.5). The total number of factors in F is
therefore N = Ns + Nt. One point in F corresponds to one statistical circuit sample
and is represented as fq = [ fq,1, . . . , fq,N ]. An example two-dimensional factor
space is shown in Fig. 5.10 (upper left) with factors f1 and f2. One circuit sample fq

is also indicated.

4 For simplicity of explanation, the process-induced threshold voltage variation is assumed to follow
a Gaussian distribution. In reality, this is not necessarily the case. The conclusions made in this
section are however also valid for other distributions.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.10 Schematic representation of a 2-dimensional factor space F (upper left), resulting in a
2-dimensional performance space P (upper right). Every point in F maps on a point in P . Due to
temporal deterministic and stochastic reliability effects the latter shifts over time, while the spread
on all points in P also changes due to spatial and temporal stochastic reliability effects. Adding
circuit specifications (P1,max and P2,min) results in a time-to-failure distribution TTF (bottom)

fq ∈ F has a behavior defined by M circuit performance parameters (e.g. DC
gain, bandwidth, offset, etc.), corresponding to a point in an M-dimensional cir-
cuit performance space P . At time t0 = 0s, every circuit sample fq ∈ F , can be
mapped on a point P0 = [P0

1 , . . . , P0
M ] ∈ P . In Fig. 5.10 (upper right) two perfor-

mance parameters P1 and P2 are shown. When the circuit ages, the behavior of the
circuit changes. At time ti , this will result in a new point Pi . On Fig. 5.10, the initial
performance of sample fq is indicated as P0

q ; at time t2 this changes to P2
q . Due to

the spatial and temporal unreliability effects, both the average and the spread of each
performance parameter will change. The link between F and P is defined as ϑ:

Pi
q = ϑ(fq , ti ) with fq ∈ F and Pi

q ∈ P (5.13)

When integrated as part of a larger system or product, the circuit has to meet certain
application-dependent specifications. These specifications are indicated as Pmin and
Pmax in Fig. 5.10 (upper right). Every circuit violating these specifications is consid-
ered a failure and, since every circuit ages differently, this results in a time-to-failure
distribution (see Fig. 5.10 (bottom)):
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TTF = φ(Pmin, Pmax) (5.14)

A stochastic reliability analysis tool, as discussed in this section, quantifies the link
between the factor space, the performance space and the TTF through the functions
ϑ and φ.

5.3.2 Implementation 1: Monte-Carlo Simulation

Above, the necessity to include the impact of stochastic unreliability effects in a
reliability simulator has been explained. In this work, two implementations of such
a stochastic reliability simulator are explored. A first approach, discussed in this
section, uses Monte-Carlo (MC) simulations to emulate the manufacturing process
by simulating a number of randomly selected samples fq ∈ FQMC , with FQMC ⊂ F :

fq , q = {1, . . . , QMC} (5.15)

with QMC the number of Monte-Carlo samples. Below, the simulation flow and
accuracy are discussed.

Simulation Flow

The simulation flow is depicted in Figs. 5.11 and 5.12. At the input of the simulator,
the user must provide a netlist with corresponding stress bench and test bench. In
addition, the user can also set circuit specifications defining the minimum and the
maximum values for each circuit performance parameter (e.g. the minimum gain and
the maximum offset of an amplifier). The simulation flow itself is as follows:

1. The circuit factors are extracted from the input netlist (indicated as Circuit Factor
EXTRACTION in Figs. 5.11 and 5.12). These factors determine the circuit factor
space F .

2. A set of random samples FQMC is selected from the factor space (indicated as
MC Sample SELECTION in Figs. 5.11 and 5.12). The number of MC samples is
determined by the designer and is typically between 100 and 500. Further, the
samples are selected according to their probability of occurence. This probability
is a function of the distribution of each factor in F and depends on the technology.
In this work, spatial factors and their corresponding distributions were extracted
from data provided by the foundry: i.e. using Monte-Carlo transistor models.
Variations on temporal factors were extracted from literature and measurements
(also see Chap. 3).

3. For each sample, fq ∈ FQMC corresponding to a unique combination of spatial and
temporal factor values, the aging-induced degradation is calculated (indicated as
Deterministic Reliability SIMULATION in Fig. 5.11). The parameter variations

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.11 Simulation flow of the Monte-Carlo-based implementation of the stochastic reliability
simulator

and aging-induced degradation of one sample are deterministic. Therefore, each
sample can be simulated with a deterministic reliability simulator as discussed in
Sect. 5.2. To reduce simulation time, different samples can be calculated in parallel
(on multiple computer nodes). The deterministic reliability simulator returns the
time-dependent performance shift Pm,q for each circuit sample fq .

4. If circuit specifications are provided, the TTF distribution is calculated (indicated
as TTF Distribution GENERATION in Figs. 5.11 and 5.12). For every time point ti ,
the simulator evaluates whether each sample fq meets the specifications. Samples
that do not meet all the specifications are labeled as failures. Eventually, the
number of failures at each time point determines the TTF distribution. Further,
bootstrapping is used to determine the confidence intervals on the TTF values
(Efron 1979; Davison and Hinkley 1997). The bootstrapping method works as
follows. First, the pool of MC-simulated circuit samples is randomly resampled
for a large (>100) number of times. Then, for each of the resampled data sets,
the TTF is generated and the properties of the distribution are calculated (e.g. the
mean μ(TTF) and the standard deviation σ(TTF)). Finally, the spread on these
property values is a measure for the uncertainty on that property. This method
does not assume any underlying TTF distribution function and is valid as long as
the original set of MC-samples is representative for the total population.

At the output of the simulator, the user obtains a set of points in P , which shift as a
function of the stress time. If circuit specifications are given, an estimation for the
circuit time-to-failure distribution is also provided.
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Fig. 5.12 Schematic representation of the Monte-Carlo-based implementation of the stochastic
reliability simulator, applied to an example circuit with two input factors and one performance
parameter

Complexity and Accuracy

A Monte-Carlo simulation is straightforward and accurate. The only assumption
behind the method is that the set of random samples FQMC is representative for the
total population F . The error on the mean of the distribution at the output (in this
case the standard error on the mean time to failure MTTF, Eμ(TTF)) decreases with
the square root of the number of Monte-Carlo samples:
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Eμ(TTF) ∝ 1√
QMC

(5.16)

Further, if a sufficient number of samples are simulated, simulation errors will be
dominated by the accuracy of the transistor aging compact models and the accuracy
of the deterministic reliability simulator. The latter depends on the circuit under test
and the settings of the deterministic reliability simulator. Although accurate, this
MC-based method is very inefficient. The vast majority of samples will be concen-
trated near the nominal design and will provide very little extra information about P
and the TTF distribution. Further, each sample is evaluated with a deterministic reli-
ability simulation which is computationally very intensive, since it requires multiple
transient simulations (see Sect. 5.2). Therefore, a more efficient method, requiring
less reliability simulations, is required. Such a method is proposed in the next section.

5.3.3 Implementation 2: A Response Surface Methodology

A MC-based approach, as explained in Sect. 5.3.2, is accurate and easy to implement.
However, the method is inefficient and computationally very intensive. Even when
parallel computation is applied, this results in long overall simulation times. Fur-
thermore, in case a reliability problem is detected (e.g. if 20 % of the circuits fail
before the intended product lifetime), a Monte-Carlo simulation does not provide
information on how to improve the circuit such that the problem can be reduced or
solved. Therefore, a more efficient solution is required.

As discussed in Sect. 5.3.1, the objective of a stochastic reliability simulator is to
quantize the relationship ϑ between the factor space and the performance space. A
MC-based approach does this by simulating a finite amount of individual samples in
F . However, evaluating one combination of factors in F , corresponding to ϑ(fq), is
done with a deterministic reliability simulation and requires a large computational
effort. A mathematical circuit model ϑ̂, however, requires much less evaluation time.
Therefore, such a model allows very fast yield calculations (i.e. Monte-Carlo simu-
lations on a model). Further, this model relates the circuit factors to the performance
parameters and can therefore be used to optimize the circuit reliability and to localize
weak spots in case of a reliability problem. The key issue is to find ϑ̂ such that it is
accurate but also requires very few deterministic reliability simulations to be built.

In this work, design of experiments (DoE) techniques are used to build an accurate
circuit model ϑ̂. In general, DoE or experimental designs are techniques to gather
information about an unknown system where variation is present (Montgomery 2008;
Engineering statistics handbook 2012). This variation is not necessarily under full
control of the experimenter. Typically, the experimenter is interested in the relation-
ship between some of the explanatory variables (system input) and the observed
response variables (system output). DoE is about setting up an efficient and system-
atic procedure for doing the experiments such that analysis of the obtained data yields
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Fig. 5.13 A schematic representation of a two-dimensional factor space (defined by f1 and f2),
projected on a one-dimensional performance space (defined by P1). A Monte-Carlo simulation
evaluates random samples in the factor space and requires a lot of simulations to obtain an accu-
rate impression of the performance space. A DoE-based approach only simulates specific samples
and then builds an analytical model ϑ̂0

1 of the performance space. This model requires very little
evaluation time

valid and objective conclusions. In addition, all of this is done under the constraint of
minimizing the amount of experiments to limit run time and cost. There are four gen-
eral problem areas for which DoE can be applied (Engineering statistics handbook
2012):

1. To compare the impact of different inputs on the behavior of the system.
2. To screen the system. In this case the experimenter wants to know which sys-

tem inputs have the largest impact on the system output and which inputs are
unimportant.

3. To model the system behavior with a mathematical model of the observed system
outputs as a function of the controllable system inputs.

4. To optimize the system output.

In this work, the objective is to find an accurate model for the unknown function
ϑ. The DoE determines which combinations of factors in F need to be simulated
in order to develop this model. The simulation results can then be used to create ϑ̂.
This concept is also illustrated in Fig. 5.13. MC-samples are typically taken near the
nominal design point and therefore require a lot of simulations to obtain an accurate
result. A few well chosen experimental design points, however, are already sufficient
to build a circuit model. In literature, techniques like this have been proposed in the
context of circuit yield simulation and optimization (Elias 1994; Leary 1995; Jing
et al. 2004). Here, the DoE is optimized for reliability analysis. Also, the analysis is
divided into two steps. First, a screening design is used to find the dominant input
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Fig. 5.14 A stochastic reliability simulation flow using design of experiments and a regression
model to characterize the relationship between the factor space and the performance space

factors and to develop a first-order model. Then, a regression design is used to further
refine the model where needed. The proposed method is explained in detail in the
following sections.

Simulation Flow

Figures 5.14 and 5.15 illustrate the simulation flow for the DoE-based stochastic
reliability simulator. The input to the simulator is a fresh (i.e. unstressed) netlist, a
stress bench and a test bench. Also, a few simulation parameters such as the stress
time Tstr are required. The simulation flow itself is as follows:
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Fig. 5.15 A stochastic reliability simulator using design of experiments and a regression model to
characterize the relationship between the factor space and the performance space, demonstrated on
an example circuit with two input factors and one performance parameter
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1. The circuit factors are extracted from the input netlist (indicated as Circuit Factor
EXTRACTION in Figs. 5.14 and 5.15). These factors determine the circuit factor
space F .

2. One can sample directly from F , but it is numerically more stable and more
accurate to map F on a normalized and orthogonalized space F ′ and to sample
from there. Every point fq in F is therefore mapped on a point f′q in F ′ (indicated
as Circuit Factor NORMALIZATION in Figs. 5.14 and 5.15):

f′q = [ f ′
q,1, f ′

q,2, . . . , f ′
q,n, . . . , f ′

N ] (5.17)

with μ( f ′
q,n) = 0 and σ( f ′

q,n) = 1

Linear mapping from F to F ′ and vice versa can be found in literature
(Montgomery 2008):

f′q = (fq − μ(F))

⎡

⎢⎢⎢
⎢⎢
⎣

1
σ( f1)

0 . . . 0

0 1
σ( f2)

. . . 0
...

...
. . .

...

0 0 . . . 1
σ( fN )

⎤

⎥⎥⎥
⎥⎥
⎦

(5.18)

with μ(F) a vector with the mean values for each factor in F and σ( fn) the
standard deviation on factor fn . The relationship between F ′ and P is accordingly
denoted as ϑ′.

3. A screening DoE defines a set of simulations to identify the most important
factors and to detect interactions between different factors (indicated as SCREEN-
ING+1st-Order MODEL in Figs. 5.14 and 5.15). The output data of the deter-
ministic reliability simulations result in the development of a first-order model
ϑ̂1. This step has a linear complexity with respect to the number of factors in F ′.
Each of the experiments, determined by the screening DoE, can be processed in
parallel to reduce the simulation time.

4. A residual analysis assesses whether ϑ̂1, resulting from the screening design, is
sufficiently accurate (indicated as RESIDUAL Analysis in Fig. 5.14). The model
error ei

m is given by:

ei
m = {ei

m,q} (5.19)

= {Pi
m,q − P̂i

m,q} with q = {0, . . . , QDoE}

where QDoE represents the number of deterministic reliability simulations. Pi
m,q

is circuit performance parameter m at time point ti and for circuit sample q.
If the model fits the simulation data well, the errors are small and distributed
evenly around zero. A Wilcoxon signed-rank test (Wilcoxon signed rang test
2012) verifies whether the mean error μ(em) for each circuit specification Pm

differs significantly from zero, with:
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μ(em) = 1

(I + 1)(2QDoE + 3)

I∑

i=0

2QDoE+2∑

q=0

ei
m,q (5.20)

with I the number of time steps (tI = Tstr). Additionally, to test whether the errors
are sufficiently small, the standard deviation of the model error σε,1 is compared to
the standard deviation of the simulation data itself σP. If σε,1 < 0.1σP, the model
error is considered sufficiently small. If one or both tests fail, extra simulations
are needed in order to get a more complex second-order model ϑ̂2. This approach
now ensures a good model accuracy, but still guarantees a limited simulation
complexity.

5. ϑ̂1 models the behavior of a (deterministic) computer code. Lack of fit, possibly
detected in the previous step, is therefore entirely related to modeling errors (i.e.
an incomplete set of regression terms) and not to measurement errors or noise.
To reduce these errors, extra simulations and regression terms are needed. A
regression design is used to finetune ϑ̂1 with some additional terms, resulting
in ϑ̂2 (indicated as REGRESSION +2nd-Order MODEL in Figs. 5.14 and 5.15).
The latter step has an exponential complexity in terms of the number of factors.
However, the goal of this work is not to obtain a highly accurate model, but to
analyze the impact of process variations and transistor aging, on the performance
of a circuit, in a reasonably short time. The regression DoE is therefore only
executed when needed.

6. If circuit specifications are provided, the TTF distribution is calculated (indicated
as TTF Distribution GENERATION in Figs. 5.14 and 5.15). This is done via a
Monte-Carlo analysis on ϑ̂2. The evaluation of that model is very fast, compared
to an actual circuit reliability analysis. Therefore a very large number of Monte-
Carlo samples can be evaluated. For every time point ti , the simulator evaluates
whether each sample meets the circuit specifications. Samples that do not meet
all the specifications are labeled as failures. Eventually, the number of failures
at each time point determines the TTF distribution. Given the large number of
Monte-Carlo simulations, the confidence interval on the obtained result mainly
depends on the model error. This error is calculated as defined in Eq. (5.19).

At the output of the simulator, the user receives ϑ̂2, which models the circuit
performance as a function of the most important input factors and as a function
of the stress time. If circuit specifications are given, an estimation for the circuit
time-to-failure distribution is also provided. More details on the different parts of the
simulator are explained in the next sections.

Screening Design

The screening design is the first DoE in the stochastic reliability simulation flow.
The objectives of this DoE (also see Fig. 5.14) are:
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1. To analyze the individual impact of all circuit factors (i.e. the dimensions of F)
on the circuit performance space P .

2. To find a first-order model ϑ̂1 for ϑ (also see Eq. (5.13)).

The screening design used in this work is a systematic fractional replicate design
(SFRD) and assumes a system that can be modeled by a linear function (Cotter
1979). The system ϑ, that is modeled here, is a function of the input factors fq and
the stress time ti . The output is a vector of circuit performance parameter values Pi

q :

ϑ(fq , ti ) = Pi
q (5.21)

= [ϑi
1,q , . . . ,ϑi

m,q , . . . ,ϑi
M,q ]

= [Pi
1,q , . . . , Pi

m,q , . . . , Pi
M,q ]

with M the number of circuit performance parameters. Further, q = {1, . . . , Q} with
Q the number of experiments in the screening design. At each time point ti , for each
circuit performance parameter Pm , a separate model need to be build. When written
as a linear function of the normalized input factors these models ϑ̂

′i
m are:

ϑ̂
′i
m = P̂i

m (5.22)

= a0 +
N∑

n=1

an f ′
n +

k−1∑

n=1

N∑

k=2

ank f ′
n f ′

k + · · · + a1...N f ′
1 . . . f ′

N

where {an , ank , . . . } = f (m, i) are the model coefficients and N is the number of
circuit factors (i.e. the number of dimensions in F).5, 6

Every screening design DoES consists of 2N +3 experiments (see Table 5.2), each of
which corresponds to a point in F ′. Each experiment is evaluated by the deterministic
reliability simulator described in Sect. 5.2, eventually resulting in a set of outputs
for each time point ti : Pi

q , q = {1, . . . , 2N + 3}. To model P̂i
m each parameter

an, n = {1, . . . , N }, can be calculated as:

an = 1

4

[
(Pi

m,2N+1 − Pi
m,N+n) + (Pi

m,n − Pi
m,0)

]
(5.23)

where Pi
m,n represents the simulation result for the nth screening experiment. The

sum of the first-order interaction effects of each factor f ′
n with any other factor

f ′
k, k �= n, can also be estimated:

5 The model parameters are different for each time point and for each performance parameter. This
is not indicated explicitly here to improve readability.
6 ϑ̂

′i
m uses the normalized factor space F ′ as input (see Eq. (5.17)) and the DoE is also designed

in F ′. To evaluate the response of a point in F , an extra normalization step, using Eq. (5.18), is
required.
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Table 5.2 Systematic
fractional replicate screening
design setup

DoES ∈ R
(2N+3)×N = [f′1; . . . ; f′2N+3]

DoES[0, :] = [−1, . . . ,−1]

DoES[1 : N , :] =

⎡

⎢
⎢⎢
⎢
⎣

1 −1 . . . −1
−1 1 . . . −1
.
.
.

.

.

.
. . .

.

.

.

−1 −1 . . . 1

⎤

⎥
⎥⎥
⎥
⎦

DoES[N + 1 : 2N , :] =

⎡

⎢
⎢⎢
⎢
⎣

−1 1 . . . 1
1 −1 . . . 1
.
.
.

.

.

.
. . .

.

.

.

1 1 . . . −1

⎤

⎥
⎥⎥
⎥
⎦

DoES[2N + 1, :] = [1, . . . , 1]
DoES[2N + 2, :] = [0, . . . , 0]

∑

k �=n

ank = 1

4

[
(Pi

m,2N+1 − Pi
m,N+n) − (Pi

m,n − Pi
m,0)

]
(5.24)

If, for a given factor f ′
n , both an and the sum of interactions with any other factor∑

k �=n ank are small, this factor will most probably not have a significant impact on
the circuit behavior and can therefore be neglected. Also, since Eq. (5.23) gives an
estimation for the main impact of each factor on the circuit output, a first-order model
ϑ̂

′i
1,m for ϑ

′i
m can be found:

ϑ̂
′i
1,m = P̂i

m = a0 +
N∑

n=1

an f ′
n (5.25)

with a0 = 1

2N + 3

2N+2∑

n=0

Pi
m,n

The two objectives stated at the beginning of this section are therefore fulfilled: the
screening design enables identification of the most important factors and a first-order

model ϑ̂
′i
1,m can be derived. Nevertheless:

1. Any factor with a large interaction with another factor and an equally large, but
opposite, interaction with a third factor, will wrongfully be neglected.

2. ϑ̂
′i
1,m is only a first-order model and does not include nonlinear effects or interac-

tion effects between different factors.

The first problem is very unlikely to occur in real circuits. Further, to verify this issue
a full factorial design is required (Montgomery 2008). Such an experimental design
is computationally very expensive and is therefore not considered here. To solve
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the second problem, a center design was added to the screening design (i.e. DoES
[2n+2, :] = f′2N+3 = [0, . . . , 0] in Table 5.2), enabling detection of nonlinear input-
output behavior. A residual analysis (see Fig. 5.14) assesses whether the lack of fit
between ϑ̂

′i
1,m and ϑ′i

m is sufficiently small. If needed extra simulations are executed,
defined by a subsequent regression design and explained in the next section.

Regression Design

If the screening design, discussed in the previous section, does not yield a sufficiently
accurate model for ϑ, a regression design is needed. The extra simulations, defined
by this regression design, are used to extract information on nonlinearities and inter-
action effects. In contradiction to the screening design, the number of experiments
required to do this grows more than linearly with the number of factors. Therefore, to
minimize the computation time, only factors with a significant impact on the circuit
behavior are studied. These are selected based on the results of the screening design
(see Eqs. (5.23) and (5.24)):

f ′
d,d∈{1,...,N } = dominant (5.26)

�

∃ ϑ̂
′i
1,m :

∣∣∣
∣∣∣
ad +

∑

k �=d

adk

∣∣∣
∣∣∣
≥ α max

n∈{1,...,N }

⎛

⎝

∣∣∣
∣∣∣
an +

∑

k �=n

ank

∣∣∣
∣∣∣

⎞

⎠

with parameter 0 < α < 1 and typically α = 0.1. The number of dominant factors
f ′
d satisfying Eq. (5.26) is D. Typically, for circuits with N > 100, D < N/10.

Factors that do not satisfy Eq. (5.26) are set to their mean value 0, for all regression
simulations here. Factors f ′

d are set according to the regression design.

The regression design used here is a central composite design. Such a design is
often used to develop a second-order (quadratic) model of a system and requires
far less experiments when compared to a full three-level factorial experiment that
is otherwise required (Montgomery 2008). For example, when studying 10 factors,
the former requires 149 experiments, while a three-level factorial design consists of
59049 experiments. The DoE consists of three distinct sets of experiments:

1. A factorial and fractional factorial design. These designs are regularly used in
industrial experimentation and regression modeling. Two-level factorial designs
are very useful for testing or estimating linear and interaction effects, while frac-
tional factorial designs do the same with fewer experiments (Montgomery 2008;
Engineering statistics handbook 2012). Here, a resolution V fractional factorial
(R5FF) design is used. This DoE allows to identify both the linear effect for every
factor (indicated as an in Eq. (5.22)), as well as all first-order interaction effects
(indicated as ank in Eq. (5.22)). According to (Sanchez and Sanchez 2005) an
R5FF can be generated for any number of factors when using a Hadamard-ordered
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Table 5.3 Column indices in a Hadamard matrix to create a resolution V fractional factorial design

# Factors # Design points Column indices

1 2 1
2 4 2
3 8 4
4–5 16 8 15
6 32 16
7–8 64 32 51
9–11 128 64 85 106

The index of the first column is 0. For an experiment with D factors, the first D indices in the table
define the columns for the DoE

matrix. This matrix Hv is defined as:

H0 = (1) and Hv+1 =
(

Hv Hv

Hv −Hv

)
(5.27)

A R5FF design for the D most dominant factors (see Eq. (5.26)) consists of a
subset of the columns of Hv . Each column in that subset defines the values for
one factor in the R5FF design, the number of experiments in the DoE are given
by the number of elements in one column. Table 5.3 lists the column indices for a
R5FF design for up to 11 factors (the index of the first column is 0). For example,
for a circuit with 4 factors, the columns with indices {1, 2, 4, 8} of a H4 Hadamard
matrix represent a R5FF design. The first row of each column defines the factor
values for the first experiment, the second row defines the second experiment, etc.

2. A center design. Here, all the factors in the design are set to their nominal value:
0. However, since this design is already part of the screening design, this is not
included here.

3. A set of axial points. To capture weakly nonlinear effects, the regression design is
augmented with DoEA, which requires 2D extra simulations. Each of the experi-
ments in DoEA are identical to the center design except for one factor, which takes
in turn a value below and above the nominal value. The setup of these experiments
and the corresponding outputs is listed in Table 5.4.

The simulation results of each experiment defined by central composite design are
combined with the results of the screening design and used to create a set of second-
order models ϑ̂

′i
2,m for each performance parameter and at each time point. This

model will be discussed in the next section.

Stochastic Circuit Model

The simulation results obtained from both experimental designs, as discussed above
are used to build a model ϑ̂′ for ϑ′. At each time point ti and for each circuit
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Table 5.4 Axial design setup DoEA ∈ R
(2D)×D

DoEA[0 : D − 1, :] =

⎡

⎢⎢
⎢⎢
⎣

D1/4 0 . . . 0
0 D1/4 . . . 0
.
.
.

.

.

.
. . .

.

.

.

0 0 . . . D1/4

⎤

⎥⎥
⎥⎥
⎦

DoEA[D : 2D, :] =

⎡

⎢
⎢⎢
⎢
⎣

−D1/4 0 . . . 0
0 −D1/4 . . . 0
.
.
.

.

.

.
. . .

.

.

.

0 0 . . . −D1/4

⎤

⎥
⎥⎥
⎥
⎦

performance parameter Pm a separate 2nd-order model is built:

ϑ̂
′i
2,m = P̂i

m ≈ ϑ
′i
m = Pi

m (5.28)

In this work different regression methods have been explored to build the model:

1. Physical model: based upon approximate modeling of physical phenomena within
the circuit.

2. Empirical model: an analytical model to adequately fit a data set:

(a.) Ordinary least squares (OLS): a widely applied technique, limiting the sum
of squared residuals for a pre-defined polynomial model.

(b.) Radial basis function (RBF) neural network: a system with one hidden layer
of artificial neurons, using the input data set as training data.

3. Tabular model: a model evaluated through interpolation or extrapolation of a
data set in a look-up table. Locally weighted scatterplot smoothing (LOESS), for
example, fits simple OLS models to localized subsets of the input data set.

A physical model can be very accurate, even if only a small input data set is available,
but it requires a thorough knowledge of the circuit and is very circuit-dependent.
In this work, the focus is on developing a reliability simulator requiring as little
input and knowledge from the user as possible. Therefore, a physical model is not
a good option here. A tabular model can be very accurate but requires user-defined
and circuit dependent smoothing parameters. Combined with a fairly large model
evaluation time and poor extrapolation capabilities, tabular models are therefore
also not a good option here. After implementation and evaluation, an RBF method
showed a better behavior when modeling highly nonlinear functions, but performs
worse when modeling functions with a large correlation coefficient R2 (i.e. linear or
weakly nonlinear functions). The accuracy of an RBF also deteriorates fast when an
increasing number of dimensions and an increasing number of data values are fitted
(Hussain et al. 2002; Zhang et al. 2005). Here, the number of dimensions is typically
large (larger than 100 for a typical analog circuit). Further, the deviation from the
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nominal design point is rather small (i.e. a function of relatively small statistical
variations of process and aging-related parameters). A polynomial model fitted with
OLS and consisting of an average term, linear terms for each factor and quadratic
and interaction terms to model weak nonlinearities, therefore typically results in a
good model for the intended purpose:

ϑ̂
′i
2,m = a0 +

N∑

n=1

an f ′
n +

k−1∑

n=1

N∑

k=2

ank f ′
n f ′

k +
N∑

n=1

an,2 f ′
n

2 (5.29)

The simulation complexity and accuracy of the proposed technique are discussed in
more detail in the next section.

Complexity and Accuracy

Above, the DoE-based stochastic reliability simulator has been explained in detail.
This section studies the simulation complexity, accuracy and speed of the proposed
method. Also, the results are compared to the MC-based approach discussed in
Sect. 5.3.2.

The simulation accuracy mainly depends on:

1. The accuracy of the transistor aging compact models.
2. The accuracy of the deterministic reliability simulator.
3. The accuracy of the stochastic circuit model ϑ̂.

The simulation accuracy of the deterministic reliability simulator mainly depends
on the correctness of the transistor aging compact models. The accuracy of the
deterministic reliability simulator itself has been discussed in Sect. 5.2.2. Further,
a set of compact models, suited for analog circuit reliability simulation, have been
proposed in Chap. 3. These models have been validated with measurements. Each
commercial or academic reliability simulator, reviewed in Chap. 4, and the MC-
based stochastic simulator discussed in Sect. 5.3.2, have to deal with this problem
and require accurate device compact models to yield good results. In this section,
the focus is on the accuracy of the ϑ̂, the circuit model that is generated based on a
set of specific experimental designs (see Eq. (5.29)).

The DoE-based method is tested on a set of seven common analog and digital circuits.
The circuits and the observed performance parameters are listed in Table 5.5. Also,
the number of factors for each test circuit is depicted. This number equals the number
of dimensions in F and corresponds to the design complexity. To build the circuit
model, each factor fn was varied in a three sigma range:

μ( fn) − 3σ( fn) � fn � μ( fn) + 3σ( fn) (5.30)

Table 5.5 also shows the number of deterministic reliability simulations, needed to
build the circuit model (indicated as #DRS). These training samples are defined by

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_4
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Table 5.5 DoE-based stochastic reliability simulation: accuracy validation

#Factors #DRS μ(εrel) (%) σ(εrel) (%) σ̂(εrel) (%)
σ(P)

σ(εabs)
Time (min:s)

1 5 19 0.04 0.57 0.65 45.9 1:28
2 14 43 −0.31 1.44 1.19 16.2 2:32
3 15 53 −0.09 0.28 0.46 74.0 3:37
4 27 95 −0.20 0.41 0.40 47.4 4:46
5 35 121 0.14 1.30 1.01 12.6 9:09
6 20 61 0.01 0.26 0.26 94.8 2:06
7 141 343 −0.12 0.98 1.10 22.3 9:46

The experiments have been executed on a dual-quad core 2.8 GHz Intel Xeon processor with 8 GB
of RAM
1: One-stage amplifier (gain)
2: LC-VCO (oscillation amplitude)
3: Differential pair amplifier (gain)
4: Symmetrical OTA (offset)
5: Ring oscillator (oscillation frequency)
6: AND gate (fall time)
7: IDAC (output voltage)

the screening and regression DoE as explained above. Each circuit was simulated
over a stress time Tstr of four months. The resulting circuit model ϑ̂ (for t ≤ Tstr)
was then evaluated in 500 test samples fq , q = {1, . . . , 500}, uniformly distributed
over the factor space F . Each test sample was also evaluated using the deterministic
reliability simulator yielding a ‘gold standard’ value ϑ(fq), which can be compared
with the output given by ϑ̂(fq)7:

εabs,q = ϑ̂(fq) − ϑ(fq) (5.31)

= P̂q − Pq

To compare model errors for the different circuits, each model error was calculated
relative to the respective circuit parameter range:

εrel,q = P̂q − Pq

max
q

(Pq) − min
q

(Pq)
(5.32)

For each test circuit, the mean model error μ(εrel) and the error standard deviation
σ(εrel) are listed in Table 5.5. The table also depicts σ(P)/σ(εabs), with σ(P) the
circuit performance parameter standard deviation and σ(εabs) the absolute model
error standard deviation. When this ratio is larger than 10, which is true for all test

7 The error can be calculated for each circuit performance parameter Pm , at each time point ti .
To improve readability, this is not indicated explicitly in the equations. To obtain the model errors
depicted in Table 5.5, the error at time Tstr was taken.
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circuits, the circuit model is considered to be sufficiently accurate. This corresponds
to the criterion used above to determine whether the first-order model returned from
the screening analysis is sufficiently accurate. In addition, Fig. 5.16 depicts the model
errors for each circuit on a normal probability plot. For each circuit the model errors
are evenly distributed around 0, indicating a good model fit over the studied factor
range. Finally, Table 5.5 lists σ̂(εrel), an estimate for the relative model error standard
deviation, based on a cross validation of the model (Davison and Hinkley 1997).
Cross validation is a technique to assess the accuracy of a predictive model. The
model is built for a subset of the original input data set (called the training set) and
validated on the remaining datasamples (the testing or validation set). This routine is
done multiple times. The error between the cross-validation models and the testing
sets is a measure for the expected error in a practical situation.8 Indeed, a designer
will, besides the evaluation of the model, also be interested in the error on each
evaluation. In Fig. 5.16, the estimated model error ε̂rel is indicated with a solid line.
For all circuits under test, ε̂rel coincides fairly well with the actual error distribution
εrel and is therefore a good estimate for the latter.

To build the circuit model, the required number of deterministic reliability simula-
tions increases linearly with the number of circuit factors (O(N)) for the screening
DoE, while for the regression DoE it increases exponentially (O(2N )). The main
reason to include DoE techniques in the stochastic reliability simulator, however, is
to limit the number of deterministic reliability simulations and to minimize the sim-
ulation time. Therefore, the regression design is only used when necessary (also see
Eq. (5.26)). Eventually, this results in a nearly-linear overall simulation complexity of
the proposed approach. This is clear from Table 5.5, where #factors/#DRS is approx-
imately constant. In addition, the simulation complexity is also plotted in Fig. 5.17.
This figure shows the required number of deterministic reliability simulations, as a
function of the design complexity, for all test circuits. On the figure, it is also clear
how the computational effort increases linearly with the number of factors in the
circuit. Nevertheless, the circuit model not only includes the main linear effects, but
also encloses the most important nonlinear and interaction effects.

Finally, to validate the simulation speed of the proposed method, the circuit yield
at time t = 0s was calculated with both the proposed simulator as well as with
the MC-based simulator discussed in Sect. 5.3.2. The simulation time for both yield
calculations can only be compared if the accuracy on the yield prediction is the same.
The variance on the yield, when calculated with a MC-based stochastic reliability
simulator is defined as:

8 Cross validation is similar to the bootstrapping method, used to estimate the error on the results for
the MC-based reliability simulator in Sect. 5.3.2. Both methods use resampling to estimate sample
statistics (in this case the variation) and yield similar results. Bootstrapping, however, first estimates
the entire distribution and then calculates the sample statistic, while cross validation only provides
estimates for the variance on the point estimator. Bootstrapping is therefore more computer intensive
and not used here to minimize simulation times.
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Fig. 5.16 Normal probability plot of the actual (dotted line) and estimated (solid line) model error,
for all test circuits

σ2(YMC) = YMC(1 − YMC)

QMC
(5.33)

with QMC the number of simulations and YMC the yield value (Elias 1994). When
using a DoE-based stochastic reliability simulation, the simulator first builds a model
ϑ̂ that includes the most important process variability and stochastic aging effects.
Then, the yield value YDoE is calculated with a Monte-Carlo simulation on ϑ̂. The
total variance on YDoE is:
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Fig. 5.17 The simulation complexity (required number of deterministic reliability simulations to
build the circuit model) as a function of the number of circuit factors. The proposed method has a
nearly-linear simulation complexity

Table 5.6 Simulation speedup for yield calculations with the DoE-based method

ŶDoE (t = 0) (%) σ2(YDoE) (t = 0) (%) Speedup

1 97.6 0.12 461
2 99.7 0.09 44
3 99.5 0.02 1260
4 99.8 0.03 697
5 99.7 0.05 30
6 99.3 0.04 536
7 99.8 0.05 22

1: One-stage amplifier (gain)
2: LC-VCO (oscillation amplitude)
3: Differential pair amplifier (gain)
4: Symmetrical OTA (offset)
5: Ring oscillator (oscillation frequency)
6: AND gate (fall time)
7: IDAC (output voltage)

σ2(YDoE) = σ2(YMC) + σ2(Yε) (5.34)

with σ2(Yε) the variance on the yield due to the model error. The latter is only a
function of the model accuracy and will therefore dominate σ2(YDoE) if Q is large. To
estimate σ2(YDoE), for each test circuit, a Monte-Carlo simulation with 1e5 samples
(Q = 1e5), using ϑ̂, was conducted. Any remaining variance on the circuit yield was
assumed to originate exclusively from the model error.

For all test circuits, the yield and the estimated standard deviation σ2(YDoE) are listed
in Table 5.6. The number of simulations needed to obtain the same accuracy with a
standard Monte-Carlo reliability simulation can be derived from Eq. (5.33):
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QMC = YDoE(1 − YDoE)

σ2(YDoE)
(5.35)

The yield simulation speedup is then defined as:

Speedup = QMC

QDoE
(5.36)

with QDoE being the number of deterministic reliability simulations needed to
generate the RSM model (also see Table 5.5). The speedup is listed in Table 5.6
and varies between 22 and 1260×, i.e. between 1 to 3 orders of magnitude, for the
circuits under test.

5.3.4 Circuit Example

In Sect. 5.2, the deterministic reliability simulator has been demonstrated on an exam-
ple comparator circuit. Here, the same example circuit is used to demonstrate the sto-
chastic reliability simulator discussed in this section. Adding the impact of stochastic
effects reveals a lot of extra information about the time-dependent performance of
the comparator. In the sections below, the circuit schematic is briefly reviewed. Then,
the impact of process variations and stochastic aging effects on the circuit offset is
calculated by hand using the first-order model proposed in Sect. 3.6. Finally, the sim-
ulation results from the stochastic reliability simulator are presented and discussed.

Circuit Schematic

The example circuit is the same as the demonstrator circuit for the deterministic
reliability simulator. For convenience, the circuit schematic is repeated in Fig. 5.18.
The comparator is subjected to the same stress voltages as before. At the input of
the comparator, a sine wave with an amplitude of 0.4 V and a DC bias of 0.5 V
was applied. The voltage at the reference input is again 0.2 V (also see Fig. 5.6).
The circuit performance parameters also remain the same: the input offset voltage
and the slew rate. The average impact of transistor aging on the circuit behavior is
therefore expected to be similar to the results obtained for the deterministic simulation
(see Sect. 5.2.3). Adding stochastic effects, however, will reveal extra information
about the time-dependent spread on that average. Model parameters for the process
variations and stochastic aging effects are obtained from (Lewyn et al. 2009) and
(Kaczer et al. 2010) respectively.

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 5.18 The clocked comparator, used as a demonstrator circuit for the stochastic reliability
simulator

Hand Calculations

In Sect. 5.2.3, the average aging-induced offset shift was calculated with the first-order
model proposed in Sect. 3.6. Here, the same model is used to calculate the spread on
the offset due to process variations and stochastic aging effects. The variance on the
offset is derived from Eq. (5.6) and can be written as:

σ2(Voffset) = σ2(δVTH,Min) + σ2(δVTH,Md)

A2
pre

(5.37)

≈ σ2(δVTH0,Min) + σ2(�VTH,Min2) (5.38)

+ σ2(δVTH0,Md)

A2
pre

+ σ2(�VTH,Md2)

A2
pre

with σ2(δVTH0,Min) and σ2(δVTH0,Md) the variance on the initial mismatch between
Min1 and Min2, and Md1 and Md2, respectively. σ2(�VTH,Min2) and σ2(�VTH,Md2)

are the variance on the shift in VTH for Min2 and Md2 due to stochastic aging effects.
The aging-induced variance on the VTH of Min1 and Md1 is not included in (5.39)
because these transistors are, according to the hand calculations, not degrading (also
see Sect. 5.2.3). Further, the aging-induced variance on the VTH of a transistor is a
function of the average VTH shift (also see Sect. 3.6):

σ2(VTH) = A2
VTH

W L︸ ︷︷ ︸
process variations

+ A2
BTI|�VTH|

W L︸ ︷︷ ︸
stochastic aging effects

(5.39)

with AVTH and ABTI process-dependent parameters. Typical values for a 32 nm
process are AVTH = 1.7e-9 and ABTI = 5.7e-9. Equation (5.39) can be recast to:

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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σ(�VTH)

σ(VTH0)
= ABTI

√|�VT H |
AVTH

(5.40)

≈ 3.35
√|�VTH| (for a 32 nm CMOS process)

The calculated aging-induced VTH shift of Min2 and Md2 is very small (�VTH,Min2 =
1.9 mV and �VTH,Md2 = 10.7 mV, also see Table 5.1). Therefore, using equations
(5.40) and (5.39), the anticipated increase in σ2(Voffset) due to aging is also very
small and will primarily depend on the initial transistor mismatch:

σ2(Voffset) ≈ σ2(δVTH0,Min) + σ2(δVTH0,Md)

A2
pre

(5.41)

As calculated in Sect. 5.2.3, the expected shift in slew rate is negligible. Therefore,
the variance on the slew rate will also primarily depend on the initial process-related
variations:

σ2(SR) = SR2

(
4σ2(VTH)

V 2
GST

+ 4σ2(CL)

C2
L

)

(5.42)

with σ2(CL) the variance on the load capacitor CL. In conclusion, from the hand
calculations the variability on the circuit performance parameters is assumed to
remain pretty constant over time.9 The average value of the circuit performance
parameters, however, will change over time. In the next section, these assumptions
are verified with the stochastic reliability simulator.

Simulation Results

To simulate the impact of stochastic aging effects on the performance of the example
circuit, one can either use the MC-based simulator (see Sect. 5.3.2) or the DoE-based
simulator (see Sect. 5.3.3). As shown in Sect. 5.3.3, both simulators yield similar
results. The DoE-based simulator, however, is one to three orders of magnitude faster
(also see Table 5.6). Therefore, to obtain the results below, the DoE-based simulator
was primarily used. However, a limited MC-based stochastic simulation was also
conducted and the results were compared to the ones obtained with the DoE-based
simulator.

Figure 5.19 shows the comparator input offset as a function of time, evaluated on
100 random samples evaluated with a circuit model generated with the DoE-based
reliability simulator. As expected from the hand calculations, the mean offset shift
corresponds to the result obtained from the deterministic reliability simulator (shown
in Fig. 5.7). In addition, Fig. 5.19 can be used to get an first impression of the initial

9 Other circuit examples where the performance parameter variability does change over time will
be discussed in Chap. 6.

http://dx.doi.org/10.1007/978-1-4614-6163-0_6
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Fig. 5.19 Comparator input offset as a function of the stress time for 100 random samples evaluated
with a circuit model generated with the DoE-based reliability simulation method
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Fig. 5.20 Cumulative distribution function of the offset for a fresh circuit (time t = 0 s) and for an
aged circuit (time t = 5 years). A circuit model, generated by the DoE-based stochastic simulator,
was evaluated in 100 random sample points (lines), while 10 other random samples were evaluated
with the MC-based stochastic simulator (markers)

spread on the offset due to process variations, as well as the time-dependent shift
due to deterministic and stochastic aging effects.

Next, Fig. 5.20 depicts a cumulative density function (CDF) of the offset for a fresh
circuit (time t = 0 s) and an aged circuit (time t = 5 year). In essence, this plot shows
the same information as Fig. 5.19 but it is easier to extract numerical values. The
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Fig. 5.21 The circuit performance space for the circuit offset and the slew rate for a fresh circuit
and after a stress time of five years for the example comparator circuit in a 32 nm CMOS technology

solid lines in Fig. 5.20 represent the evaluation of the circuit model, generated by the
DoE-based stochastic simulator, in 100 sample points. The markers are 10 (different)
sample points evaluated with the MC-based stochastic simulator. The results match
very well, demonstrating a good accuracy of the circuit model. Although the average
offset value shifts due to transistor aging, the spread on that value (which is a function
of the slope of the CDF) does not change much. This observation again corresponds
to the result obtained from hand calculations in the previous section.

The circuit performance space P , for the two observed performance parameters for a
fresh circuit and after a stress time of five years, is depicted in Fig. 5.21. The average
slew rate remains more or less constant, which is in agreement with the deterministic
simulator results depicted in Fig. 5.7. The offset, however, shifts a lot. The average
offset shift increases to nearly 2 mV, while some outlier samples even reach an offset
value larger than 4 mV. From this figure, it is clear that if a designer does not want
this circuit to fail after 5 years, he or she should either include redundancy or design
the circuit taking into account the combined variation visualized by the two sample
clouds in Fig. 5.21.

Finally, Fig. 5.22 shows the predicted time-to-failure distribution with as failure cri-
terion |Voffset| > 2.5 mV. A 95 % confidence bound on that prediction is also given.
Due to the logarithmic BTI time-dependence, 10 % of the samples fails before one
year, while after 5 years of stress another 12 % has failed. The average offset shift, also
obtained from the deterministic reliability simulation, does not surpass the 2.5 mV
limit. Nevertheless, due to process variations and stochastic aging effects, part of
the samples do fail before the intended circuit lifetime. This result demonstrates
the importance of using a stochastic reliability simulation instead of a deterministic
simulation only.
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Fig. 5.22 The cumulative density function for the time to failure. A circuit is considered to fail if
the input offset surpasses 2.5 mV. A 95 % confidence interval is also given

5.4 Hierarchical Reliability Simulation

Section 5.3 has discussed the development of a stochastic reliability simulator. Such
a simulator analyzes the impact of deterministic and stochastic unreliability effects
on the time-dependent performance of a circuit. An efficient implementation of this
simulator, using design of experiments and a performance model, has resulted in
a large performance speed-up when compared to the more conventional MC-based
implementation. Nevertheless, the simulation times for large AMS circuits are still
too large. To solve this problem and to further reduce the simulation times, this
section discusses a hierarchical reliability simulator.

First, in Sect. 5.4.1, the problem is discussed in detail. Then, Sect. 5.4.2 proposes a
state-of-the-art implementation of the simulator. The simulator not only enables the
analysis of large AMS circuits, but also returns a model of the circuit performance
including circuit inputs and design parameters. Such a model can be used for fast
system-level simulations, but also allows optimization of the circuit design para-
meters for maximum reliability and performance. Finally, the proposed simulator is
demonstrated on an example circuit in Sect. 5.4.3.

5.4.1 Problem Statement

As discussed in Sect. 5.3, the complexity of a circuit increases linearly with the
number of devices. Indeed, each device requires a fixed number of factors to charac-
terize the impact of process variability and stochastic aging effects. The simulation
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complexity of the DoE-based stochastic reliability simulator also increases nearly
linearly with the number of circuit factors (also see Sect. 5.3.3). However, the eval-
uation time of one circuit sample, which is done with a deterministic reliability
simulator, typically increases more than linearly with the circuit complexity. This
is related to the inherent need for multiple transient simulations of the entire cir-
cuit when performing such a simulation (also see Sect. 5.2). Therefore, stochastic
reliability simulation, as proposed in Sect. 5.3, is in practice limited to circuits with
around 100 factors or 10–50 devices.

Further, a stochastic reliability simulator requires a user-defined stress bench stating
the stress waveforms applied to the circuit input. To evaluate the aging of the circuit
for a different stress input, a new and possibly expensive simulation is required.
Indeed, although the stochastic simulator generates a circuit model, providing more
knowledge about the dominant statistical factors in the circuit and enabling fast
time-to-failure simulations, this model only includes statistical circuit parameters.

To solve this problem, a hierarchical reliability simulator is proposed. Such a sim-
ulator enables the analysis of large AMS circuits within a reasonable time frame.
Additionally, circuit input and design parameters can also be included in the circuit
model returned by the simulator. As a result, this model enables fast circuit reliabil-
ity simulation for different input stress waveforms as well as the optimization of the
circuit for maximum reliability and performance.

5.4.2 Implementation

Below, the implementation of the hierarchical reliability simulator is explained. First,
the flow of the simulator is overviewed. Then the main components of the simulator
are discussed in more detail.

Simulation Flow

Figure 5.23 depicts the flow of the hierarchical reliability simulator. At the input a
system description is given. The system consists of one or more netlists and a test
bench and a stress bench. System specifications can also be given as input to the
simulator. The simulation flow itself is as follows:

1. The system is partitioned in B local subblocks of manageable size (10–30 devices)
with only a few terminals (indicated as Subblock DETECTION in Fig. 5.23).
These subblocks are typically identified manually by the designer according to
the hierarchy in the design database (e.g. opamp stages, comparators, filters,
etc...), although automatic subblock detection could also be included in the flow.
The performance parameters of each subblock are denoted with Pb, with b =
{1, . . . , B} and B the subblock number, and are determined by a set of input
parameters ub and a set of statistical parameters fb:
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Fig. 5.23 The hierarchical system reliability simulation flow

Pb = f (ub, fb) (5.43)

The performance parameters at system level Pm , are then a function of the per-
formance parameters of each subblock:

Pm = f (Pb) (5.44)

with m = {1, . . . , M} and M the number of system performance parameters. This
concept is also depicted in Fig. 5.24 for an example circuit with three unique sub-
blocks (note how subblock two is instantiated multiple times). The performance
of each subblock is determined by its input and by a set of statistical parameters.
The latter are determined by process variations and stochastic aging effects.

2. Every subblock is modeled separately (indicated as Subblock Reliability Simu-
lator in Fig. 5.23). The modeling of each subblock can be done in parallel to
reduce simulation time. As demonstrated in the previous section on the stochastic
reliability simulator (Sect. 5.3), subblock performance measures (e.g. the input
offset voltage, gain-bandwidth, delay, etc.) can be modeled as a weakly nonlinear
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Fig. 5.24 Conceptual representation of a system with subblocks. The performance of each subblock
Pb, b = {1, 2, 3}, is determined by subblock input parameters ub and statistical parameters, fb
respectively. The statistical parameters are determined by process variations and stochastic aging
effects

function of the statistical parameters. The number of statistical parameters is
typically around 100 per subblock. To minimize the simulation time, the stochas-
tic reliability simulator defines a well-chosen set of combinations of the statistical
parameters (i.e. a DoE), each evaluated with a deterministic reliability simulator.
The simulation results then provide the necessary input to build the circuit model.
In this approach, each experiment is conducted for a fixed set of input waveforms
defined by a circuit stress bench. However, here the subblock input parameters
also need to be included in the model, because some subblocks are used multiple
times in the same system, albeit each time with a different input (e.g. a com-
parator in an A/D converter, a NAND gate in a digital circuit, an integrator in
a ��-modulator, etc.). Unfortunately, adding these input parameters increases
the dimensionality of the problem even further and a more strongly nonlinear
behavior can be expected. Both the circuit model as well as the sample selection
algorithm (i.e. DoE) therefore need to be altered:

• Sample selection is done with a combination of a space filling screening design
and an active learning sample selection algorithm. The screening design (indi-
cated as SCREENING in Fig. 5.23) consists of a limited number of samples,
uniformly distributed over the factor space. New samples are then selected
with an active learning sample selection algorithm (indicated as REGRES-
SION in Fig. 5.23). In contrast with the pre-defined samples for the stochastic
simulator discussed in Sect. 5.3.3, this sample selection algorithm is adaptive.
The algorithm only generates a limited number of samples at a time and uses
information on previously taken samples and the current circuit model to gen-
erate new samples in areas with the largest uncertainty or model error. New
samples are being generated until the model error is sufficiently small or until
the pre-defined maximum simulation time is exceeded.
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• To model the circuit behavior, a fast function extraction symbolic regression
is used (indicated as Subblock MODEL in Fig. 5.23). Adding circuit inputs as
factors for the circuit model possibly results in strongly nonlinear behavior.
Therefore, instead of the polynomial model discussed in Sect. 5.3.3, a more
appropriate regression algorithm is selected here. This algorithm can handle
strong nonlinearities and requires a limited number of samples to be built.

3. The overall system performance is evaluated using the subblock models, instead
of actual SPICE-based reliability simulations (indicated as System Level Reliabil-
ity ANALYSIS in Fig. 5.23). This results in a significant simulation speedup and
enables the simulation of large analog and mixed-signal circuits.

4. If circuit specifications are provided, the time-to-failure (TTF) distribution is
calculated (indicated as TTF Distribution GENERATION in Fig. 5.23).

At the output of the simulator, the user receives a model ϑ̂b for the performance
of each subblock as a function of the subblock’s input parameters and statistical
parameters and the stress time. Further, the overall system performance Pm , as a
function of time, is also returned. If circuit specifications are given, an estimation
for the circuit’s time-to-failure distribution is provided. Below, more details on the
implementation of the regression algorithm and the sample selection algorithm are
given.

Multivariate Nonlinear Regression Model

Introducing input parameters in the circuit model, potentially results in strongly
nonlinear behavior. The polynomial model used in the stochastic reliability simulator
may therefore no longer be adequate and an alternative multi-dimensional regression
approach may be needed. The following regression algorithms were considered:

1. multivariate adaptive regression splines (MARS) (Friedman 1991)
2. least-squares support vector machines (SVM) (Suykens and Vandewalle 1999)
3. fast function extraction (FFX) symbolic regression (SR) (McConaghy 2011)

Interpolation algorithms are not considered due to their poor extrapolation performance
for high-dimensional problems. A comparison between these multi-dimensional
regression techniques has been presented in (McConaghy 2011). Here, it has been
shown that the evolutionary-based symbolic regression CAFFEINE (McConaghy
and Gielen 2009) and modern feedforward neural networks (Ampazis and Peranto-
nis 2002) are less suitable regression methods for high-dimensional test cases due
to the unreasonably long building times or because they are too inaccurate (i.e. test
error > 100 %).

The performance of the remaining regression techniques (MARS, SVM and FFX)
is compared here for the 2-dimensional test case shown in Fig. 5.25(left). In this
comparison, samples are progressively added to the known set of samples and a
model is built for 75% training samples and 25% test samples. The prediction ability
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Fig. 5.25 Training and test error (NMSE) for SVM, MARS and FFX for a progressively increasing
amount of data points, selected by the active learning sampling strategy (right). Test function:

1.0

1.0 + exp(2.0(x − 1.5))
+ 1.0

1.0 + exp(−1.0(y − 2.2))
(left)

of each regressor is tested by plotting the sum of the test and training normalized
mean square error (NMSE) at each generation in the right part of Fig. 5.25.

The error for MARS and FFX easily drops below 1 % when more than 10 samples
are available, while the error of SVM stays at approximately 10 %. This is mainly
due to the internal regularization paths of MARS and FFX. Here, the regression
objective is biased toward cross validation and minimization of the error on the test
samples, which prevents overfitting of the data and ill-conditioned model parameters.
Moreover, unline MARS, FFX generates a Pareto-optimal set of models that trade
off model complexity with test error by ramping up the coefficients in the elastic net
formulation (McConaghy 2011). To avoid overfitting even more, a weighted model
evaluation can be used by selecting the weights inversely proportional to the test
error. The weighted and normalized model formulation ϑ̂FFX for K Pareto-optimal
models then becomes:

ϑ̂FFX =
K∑

k=1

wk · ϑ̂FFX,k, (5.45)

with

wk = (NMSEk)
−1

∑K
r=1(NMSEr )−1

. (5.46)

Because of the ability to pick from a Pareto-optimal set of models, the experiments
done further in this work are implemented using the FFX regression algorithm.
However, a straightforward extension can be made by building multiple regression
methods of a different class simultaneously and to vote or average between them.
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Active Learning Sample Selection

The expensive simulation times and high dimensionality of reliability simulations
bring about a sparse data set. A full exploration of the parameter space requires the
selection of the next sample that is added to the data set to be chosen in such a
way that the density of the samples is uniformly distributed. This is the philosophy
behind space filling sampling algorithms such as LHS, uniform random sampling, FF
designs, etc. (Montgomery 2008). Progressive sampling strategies such as Monte-
Carlo random sampling do not necessarily consider previously generated samples
and thereby ignore any knowledge about the global sample density and the correla-
tion between the samples. In addition, strongly nonlinear behavior is expected for
parametrized signal inputs in the circuit stress bench. Sharp transitions or steep edges
in the performance space are preferably sampled more densely than flat or weakly
nonlinear regions. Active learning or co-evolution is a supervised machine learning
technique where the selection of new inputs is controlled such that the added value
of newly gathered information is optimal (Lipson and Bongard 2004). In statistics
literature this is described as optimal experimental design (Settles 2009).

The basic setup of active learning sample selection is to predict, for every new
iteration of the algorithm, at which locations in the input parameter space one would
expect the model to have the highest uncertainty. The uncertainty predictor D(.) is
estimated by a distance metric. In this work, the distance metric between two points
is expressed as the Euclidian distance or 2-norm ‖ . ‖2.

First, a distance measure for the input space is declared as follows. Consider FQ ⊂ F
as the collection of Q N -dimensional data samples of the known data set, i.e. the
points that already have been simulated. The distance of a newly selected point
fQ+1 ∈ F to the nearest point fq , q = {1, . . . , Q}, in the known data set FQ is then
expressed as:

DF
(
fQ+1

) = min
q

‖fQ+1 − fq‖2. (5.47)

Taking the minimum distance to the known samples forces the algorithm only to look
at the nearest neighbor fqn ∈ FQ . A typical space filling sample selection algorithm
maximizes the distance function DF

(
fQ+1

)
such that newly selected samples are

chosen as far as possible from previously visited places. When considering only the
input space, the generated model will have the largest uncertainty in these points.
Additional information about the nonlinearity of the unknown function and the nature
of the regression algorithm itself is accounted for by defining two additional distance
functions DP and Dvar(ϑ̂)

to be introduced next.

Abrupt changes in the Q known circuit performance parameter values PQ ⊂ P are
predicted by the relative distance of the circuit model output P̂Q+1 = ϑ̂(fQ+1) to the
known output of the nearest neighbor in the parameter space Pqn = ϑ̂(fqn) ∈ PQ .
Different circuit parameters are combined into a single distance measure by taking
the mean value over all computed relative output distance measures:
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Fig. 5.26 Output distance sampling for the test functions: f1(x) = 4e5 · sinc(1.7(x1 − 1.4)) ×
sinc(2(x2 + 1.5)); f2(x) = 3e-4 × sinc(2(x1 + 1.3)) × sinc(1.4(x2 − 2.0))

DP (fQ+1) = 1

M

M∑

m=1

(∥∥∥∥∥
Pm,qn − P̂m,Q+1

max(PQ)m − min(PQ)m

∥∥∥∥∥
2

)

. (5.48)

with M the dimensionality of P: i.e. the number of circuit parameters. When the
distance between the model output and the nearest known output is large, steep
edges tend to occur. Adding samples at those locations refines the model by extracting
more information at those places. An example of output distance active learning is
illustrated on two shifted 2-dimensional sinc functions in Fig. 5.26. It can be seen that
more samples are inserted where the peaks (indicated by the contours in Fig. 5.26)
occur. Also, optimal samples are taken, considering the behavior of both functions at
the same time. This illustrates how the proposed adaptive sample selection algorithm
will perform when modeling multiple circuit performance parameters.

A third predictor estimates the model variance and is computed by means of boot-
strapping (Hastie et al. 2005). Bootstrapping is a computational method for assessing
the model uncertainty. Several deviation models ϑ̂k, k = {1, . . . , K }, are built for
different random permutations of training and test samples. A point in the parameter
space where a large variance between the models occurs, corresponds to a large dis-
agreement between the models. This is illustrated in Fig. 5.27. The model variance
is normalized to the variance of the median of all deviation models:

Dvar(ϑ̂)
(fQ+1) = σ2(ϑ̂k(fQ+1))

σ2
[
μ1/2(ϑ̂k)

] (5.49)
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Fig. 5.27 Six bootstrap models for a 2-dimensional example data set. The region of maximal
variation between the models is also indicated

with ϑ̂(fQ+1) deviation model k, evaluated in an unknown point fQ+1 and μ1/2(ϑ̂k)

an estimate for the median value returned by all deviation models, evaluated over the
entire input space.
Finally, the total distance function used is a combination of the three distance func-
tions (5.47), (5.48) and (5.49):

Dtot(fQ+1) = DF (fQ+1) · [1 + DP (fQ+1)
]α ·

[
1 + Dvar(ϑ̂)

(fQ+1)
]β

(5.50)

The exponent parameters α and β skew the weight of the distance function towards
exploration (α = β = 0) or towards nonlinearity sampling (α = β = 1). Note
how the total distance function is forced to reach a minimum value when the input
distance function equals zero (i.e. when the sample is already included in the known
data set).

The next best sample fQ+1, given a known data set FQ , corresponds to the point
where the distance function reaches a maximum:

arg max
fQ+1

Dtot(fQ+1) (5.51)

This optimum can be found with a common-purpose global optimization engine such
as the multi-objective evolutionary algorithm (MOEA) or with Simulated Annealing
approaches (Deb 2001; Kirkpatrick et al. 1983). An example of sample selection
using the total distance function Dtot is plotted in Fig. 5.28. It can be seen that the
sample density is optimally distributed in space and that more dense sampling is
encountered at the function peaks. The proposed active learning sample selection
algorithm is also compared to random Monte-Carlo-sampling for the test function
depicted in Fig. 5.25. Figure 5.29 shows the NMSE of the FFX regression algorithm
after each generation using both sampling strategies. On average, the NMSE using
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Fig. 5.28 Active learning sample selection using the total distance function Dtot(fQ+1) applied to
the test functions depicted in Fig. 5.26

Fig. 5.29 Active learning sample selection versus Monte Carlo for the test case of Fig. 5.25 using
FFX models, as a function of the sampling iteration

the active learning selection (indicated with a solid line) drops faster than the 75
percentile of the random sample selection (indicated with a box plot). This demon-
strates that, of all possible samples, the proposed algorithm repeatedly selects one
of the best samples to further reduce the model error.

The proposed active learning sample selection strategy finds the next best sample,
based on information about samples that are already present in the known data set.
To start the model building algorithm, an initial data set therefore is needed. To build
this data set a space filling DoE such as LHS can be used. Note how the size of this
initial data set does not have to increase with the number of dimensions N . It only
needs to contain sufficient samples to get the active learning algorithm started.
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Fig. 5.30 Schematic representation of the demonstrator 6-bit flash ADC. The ADC uses clocked
comparators to compare the reference voltages with the input signal

5.4.3 Circuit Example

In this section the clocked comparator, used as a demonstrator circuit in Sect. 5.2 and
5.3, is integrated in a 6-bit flash analog-to-digital converter (ADC). Below, in a first
section the converter architecture is explained. Then, the converter is simulated with
the hierarchical reliability simulator proposed in this section.

Circuit Schematic

The 6-bit flash ADC test circuit, depicted in Fig. 5.30, is designed in a predictive 32nm
CMOS technology with a 1V supply voltage (Arizona state university predictive
technology model 2012). The analog part of the circuit consists of more than 1000
circuit elements. The ADC contains 63 clocked comparators, each comparing the
input voltage to a different reference voltage. The accuracy of an ADC is typically
described by the effective number of bits (ENOB), which is in turn determined by
the integral and differential nonlinearity of the converter (INL and DNL respectively
(Van De Plasche 1994)):

ENOB = log2

[
Vin,min − Vin,max

max(2 · INL,DNL)

]
(5.52)

Both the INL and DNL are mainly determined by the mismatch between the resistors
of the reference ladder and by the input-referred offset of each comparator. Right after
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production, both are only determined by process variations. Mismatch, however, can
change over time due to BTI effects, as discussed earlier in this chapter.

Simulation Results

The clocked comparator is modeled as a one-system subblock, with the reference
voltage as a circuit input that can vary between the ground and the supply voltage. As
an input to the ADC, a sine wave with a fixed frequency of 100 Hz, an amplitude of
0.4 V and a DC bias of 0.5 V was applied. Evaluation of the comparator model, build
using the active sample selection algorithm and the FFX regression method discussed
above, returns a tuple of time-dependent input-referred offset voltages after different
stress times.

Figure 5.31 depicts the input-referred offset for each comparator after 1 year of
stress and for 100 Monte-Carlo samples, all derived from the comparator subblock
model. Comparators at the top and the bottom of the reference ladder are particularly
sensitive to transistor aging since they suffer from large asymmetric voltage stress.
The bottom comparator for example (i.e. comparator 1 in Fig. 5.30), is at one side
stressed by a very low reference voltage, while the other side sees the ADC input
(i.e. the sine wave signal). Since NBTI is exponentially dependent on the magnitude
of the gate voltage stress, this results in a large threshold voltage mismatch between
the input transistors (on average �VTH = 17 mV after 1 year for comparator 1).
A similar effect can be observed for comparators at the top of the reference ladder
(e.g. comparator 63 in Fig. 5.31). The input offset increases over time and results in
a reduction of the ENOB. Figure 5.32 shows a normal probability plot of the ENOB
right after production, after 1 month of operation and after 1 year. The solid lines
are the ENOB as computed by the hierarchical models of the comparators, while the
markers represent the ENOB calculated from a full system aging simulation with a
MC-based stochastic aging simulator as explained in Sect. 5.3.10 From Fig. 5.32, it
can be seen how process variations cause a large initial spread on the ENOB, while
the graph shifts towards lower values due to aging effects.11 It is clear how the results
of the hierarchical simulation method presented here (i.e. solid lines) agree very well
with the results predicted by the stochastic reliability simulator which is not using
models for each system subblock. A good correspondence between the model and
the full system simulations is observed. Moreover, the logarithmic time dependence

10 Given the large amount of circuit factors in the ADC (>1000), building a model with the
DoE-based stochastic reliability simulator is computationally too expensive (also see Fig. 5.17).
Therefore, as a benchmark the MC-based stochastic reliability simulator is used and evaluated in
only ten samples.
11 On average, the ENOB shifts with almost one bit over a time span of one year. The reason for
the large shift is the lack of offset compensation in the comparators, the application of a fixed stress
pattern at the input of the circuit and the use of an aging-sensitive 32 nm CMOS technology. In
reality, the expected degradation will possibly be smaller. Nevertheless, the example indicates how
aging could potentially be a large problem and how the presented simulation technique can be used
to analyze these cases.
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Fig. 5.31 The input-referred offset voltage for each flash ADC comparator after 1 year of stress and
for 100 random samples, all evaluated with the comparator subblock model. The arrows indicate
the offset shift between the initial state and after wearout

Fig. 5.32 A normal probability plot of the effective number of bits of the flash ADC for 100
random samples evaluated with the proposed hierarchical simulator (solid lines) and 10 samples
evaluated with full system aging simulations (markers). The ENOB represents the static accuracy
of the converter and decreases over time due to transistor aging effects

of the NBTI effect is also observed. The discrepancy at time zero is due to the limited
number of full system simulations (only ten).

The demonstrator circuit has been simulated on a dual-quad core 2.8 GHz Intel Xeon
processor with 8 GB of RAM. Model build time for the comparator subblock took
31 min, while evaluation of the entire converter took 1 min and 41 s for 100 Monte-
Carlo samples. Evaluation of just one Monte-Carlo sample, using a deterministic
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reliability simulator (see Sect. 5.2) took 1 h and 55 min. This results in a speedup of
360× when evaluating 100 random samples with both methods.

5.5 Conclusions

As discussed in Chap. 2, transistor aging is an emerging problem, especially for
circuits integrated in nm CMOS processes. This problem needs to be addressed
at design time. Therefore, transistor compact models and simulation techniques to
accurately estimate the impact of aging on a specific design are required. Accurate
transistor aging compact models have been presented in Chap. 3. Existing academic
and commercial reliability simulators have been discussed in Chap. 4. The latter,
however, still have many deficiencies.

In this chapter, each of the issues listed in Sect. 4.4 has been addressed. Three reli-
ability simulators have been presented. The first method, a deterministic reliability
simulator, focuses on deterministic aging effects. The proposed method enables fast
and accurate reliability simulation, includes the combined impact of multiple aging
effects and enables a sensitivity analysis to detect circuit reliability weak spots.
Next, a stochastic reliability simulator has been proposed. This simulator includes
the impact of process variations and stochastic aging effects. The latter are especially
important in nm CMOS, when even BTI and HCI effects become stochastic. Fur-
thermore, the simulator enables an extensive analysis of the circuit at hand yielding
time-dependent circuit performance, time-to-failure analysis, capability to evaluate
a degraded netlist in SPICE, etc. In addition, the method also provides a model of
the circuit performance as a function of the most important statistical parameters.
Finally, a hierarchical reliability simulator has been presented. This simulator allows
the simulation of large analog circuits in a limited time frame but with the accuracy
and capabilities provided by the stochastic reliability simulator.

Each of the three simulators has been demonstrated on an example circuit. First,
the average degradation of a clocked comparator has been analyzed with the deter-
ministic reliability simulator. Then, the impact of stochastic effects on the same
comparator circuit has been studied with the stochastic reliability simulator. Finally,
the comparator has been integrated as part of a 6-bit flash ADC and the entire system
has been analyzed using the hierarchical reliability simulator. Where appropriate, the
simulation results have also been verified with hand calculations using a first-order
BTI model.

The set of simulation methods proposed in this chapter, now allow to easily analyze
any analog circuit. This will be done in the next chapter, where the impact of transistor
aging on typical analog circuits will be studied. The result of this study will provide
a better understanding of which analog circuits are most sensitive to aging.
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Chapter 6
Integrated Circuit Reliability

6.1 Introduction

IC non-idealities such as process variations and transistor aging are a potential threat
for the correct operation of integrated circuits. Furthermore, aging effects become
more important for circuits integrated in sub-45 nm technologies (see Chap. 2). To
guarantee circuit reliability over a product’s lifetime, a foundry typically performs
accelerated stress measurements on individual devices and calculates the maximum
transistor operating voltages allowed in the technology process. The latter are typi-
cally defined as the stress voltage for which the drain current or threshold voltage does
not exceed a given reliability margin (e.g. �IDS/IDS < 10 % or �VTH < 50 mV
after 10 years) (also see Sect. 1.5). This does however not guarantee reliability of a
circuit since:

• The reliability margin is chosen arbitrarily and the sensitivity of the circuit to
individual transistor variations is not considered.

• Aging-induced transistor variations due to stochastic aging effects are not taken
into account.

Better performing and guaranteed reliable circuits can be realized if the actual impact
of the degradation mechanisms on the circuit performance is evaluated during the
design phase. This chapter aims to provide a designer with a better understanding
of how transistor aging can affect the performance of a circuit. First, the focus is
on the different aspects that determine the lifetime of a circuit; then a reliability-
aware design flow is demonstrated on an example circuit. The outline of the chapter
is as follows. Section 6.2 studies the impact of transistor aging on the operation of
typical analog building blocks. To do this, the transistor aging models proposed
in Chap. 3, and the circuit simulation methods developed in Chap. 5, are used. The
information extracted from this assessment, can be adopted by designers to anticipate
potential reliability problems, to alleviate them or to avoid unnecessary overdesign.
Next, Sect. 6.4 demonstrates the latter on a fully elaborated example current-based
DAC circuit. The DAC circuit is first designed using a conventional design flow
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with device-based guardbanding. Then the power-area product, which is a metric
for the amount of resources needed to build and operate the circuit, is minimized
using a reliability-aware design flow combined with circuit design techniques. In
Sect. 6.5, the transistor models and simulation methods developed in this work are
demonstrated on a digital datapath circuit. Although the focus of this work is on
analog circuits, it is also possible to analyze small- to medium-sized digital blocks
such as a standard cell, a datapath or an SRAM cell. Finally, chapter conclusions are
given in Sect. 6.6.

6.2 Assessment

This section studies the factors that determine the lifetime of an analog integrated
circuit. The lifetime is defined as the time to first circuit failure or the time to reach a
point where the circuit fails to meet its application-dependent specifications such as
minimum gain or maximum offset.1 All relevant transistor aging effects are included
in the simulations and the circuit is assumed to operate at nominal conditions (i.e.
circuit failure due to transient effects such as EMI or supply noise is not considered).
The aim of this section is not to provide an extensive and complete overview of the
dependencies of each analog circuit, but rather to indicate the important factors to
look at when designing for reliability. The concepts explained and illustrated in this
section are then applied to an example circuit in the next section.

The time-dependent degradation of each transistor in a circuit is a function of the
technology and the circuit stress conditions, topology and sizing (see Fig. 6.1). The
aging-induced transistor performance shift, combined with the observed performance
parameter and the process capability index, determines the circuit lifetime. Each of
these factors is discussed in more detail and illustrated with examples in the sections
below. First, Sect. 6.2.1 explores the relationship between different circuit perfor-
mance parameters and the sensitivity to circuit aging. Then, the link between the
process capability index or Cpk, which expresses the amount of design guardband-
ing, and the sensitivity of a circuit to failure is reviewed in Sect. 6.2.2. Section 6.2.3
discusses the impact of technology on transistor aging and Sect. 6.2.4 assesses the
impact of the circuit design itself. Finally, Sect. 6.2.5 studies the influence of the cir-
cuit stress conditions. The latter includes the waveforms applied to the circuit input,
the operating voltage, the environmental temperature and the stress time.

1 These limits are set by the application engineer. The performance of most analog circuits shifts
gradually and result in a parametric failure, a complete functional failure is very unlikely. Digital
circuits on the other hand are typically clocked. Therefore, a gradual shift of the transistor char-
acteristics is not always visible until timing criteria are no longer met. At that point the circuit
performance specifications are no longer met and a complete functional failure is very likely.
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Fig. 6.1 The lifetime of an integrated circuit is a function of the observed performance parameters,
the process capability index and the amount of transistor aging. In turn, the latter depends on the
stress conditions, the technology and the circuit topology and sizing

6.2.1 Observed Performance Parameter

The correct operation of a circuit is typically expressed with a number of performance
parameters. For digital circuits, delay and power consumption are the most important
parameters and a standard cell design becomes unreliable if the delay increases too
much and it results in a timing violation. Quantifying the performance of an analog
circuit, however, is more complex. For an amplifier for example the gain, the gain-
bandwidth, the offset, the power consumption, the phase margin and the common-
mode rejection ratio are a subset of possibly crucial circuit parameters. The relevant
circuit parameters depend on the application. Therefore, when evaluating the circuit
reliability, it is important to first identify these relevant performance parameters.
Each of these parameters must then meet its specification over the entire intended
circuit lifetime.

To obtain a better understanding of which circuits are sensitive to failure, six com-
monly used analog circuits are examined: an LC-VCO, a comparator circuit, a sym-
metrical OTA, a current mirror, a one-stage resistive amplifier and a MOS resistor.
Each circuit is designed in both a 65 nm and a (predictive) 32 nm CMOS process and
is tuned such that the performance at time zero is identical in both technologies. The
circuits are evaluated over a lifetime of one year using the simulation framework
described in Chap. 5. Table 6.1 depicts the results of this analysis. For each circuit,
different circuit performance parameters P were monitored. Both the average per-
formance shift �µ(P) and the shift in standard deviation �σ(P) were recorded over
time. In Table 6.1, critical values are indicated in bold.

It is clear that, for a given circuit, particular performance parameters change a lot,
while other parameters don’t change at all. For example, the oscillation amplitude of
the LC-VCO reduces with 16–18 %, while the oscillation frequency does not change

http://dx.doi.org/10.1007/978-1-4614-6163-0_5
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Table 6.1 Reliability analysis of analog circuits for a 65 nm and (predictive) 32 nm CMOS process
with a stress time of one year

65 nm CMOS 32 nm CMOS
Performance P Nominal �µ �σ �µ �σ

value (P)(%) (P)(%) (P)(%) (P)(%)

LC-VCO Frequency 2.8 GHz 0.0 0.0 0.0 0.0
Amplitude 0.7 V −18 +62 −16.4 +59
Phase noise

@1MHz
−109.4

dBc/Hz
−8 +2.0 −4 +1.2

Comparator Offset 1e-6 V +1800 +0.2 +13900 +0.22
Slew rate 3.2e8 V/s −0.1 +0.5 −0.9 −1.0

Symmetrical Gain 35 dB 0.0 +0.9 +0.03 +3.0
OTA Bandwidth 34 MHz 0.0 0.6 −0.5 +2.0
Current mirror Iout 8µA 0.0 0.0 −0.6 +6.8

�I 4.5 % 0.0 +0.6 +17 +6.6
R-amplifier Gain 10 dB 0.0 0.0 −0.5 +4.4

Bandwidth 8 MHz 0.0 0.0 0.0 +0.7
MOS resistor Ron 400� +0.1 0.0 +6.5 +38

Critical values are indicated in bold

at all. Indeed, the oscillation frequency of this oscillator largely depends on the value
of the oscillator tank inductor and capacitor. These passive components do not age.2

The oscillation amplitude, however, changes over time since it depends on the gain
of a cross-coupled transistor pair. This gain reduces over time due to HCI and PBTI
effects. Below, the circuit performance parameters that are immune to transistor aging
and the aging-sensitive performance parameters are discussed.

Aging-immune Circuit Performance Parameters

Circuit parameters that are insensitive to transistor process dependent parameter
variations are typically also immune to transistor aging. Indeed, when subjected to
nominal operating voltages, aging-induced transistor parameter shifts are rather small
(i.e. �VTH < 30 mV@1year) and have little impact on circuit parameters such as:

• The oscillation frequency of an LC-VCO (also see Table 6.1).
• The input-output behavior of a circuit with a passive feedback network (e.g. an

active-RC filter).
• The gain, slew rate and bandwidth of an amplifier (also see Table 6.1).

Large or additional guardbands, to guarantee reliable circuit operation over the life-
time, is thus not necessary if the circuit performance is determined by these aging-
immune parameters.

2 As discussed in Sect. 2.4, electromigration can affect the performance of passive components, but
this is not taken into account here.

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
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Aging-sensitive Circuit Performance Parameters

From the results shown in Table 6.1, three causes for significant and possibly prob-
lematic circuit performance shifts, and associated circuit reliability problems, can be
identified:

1. When subjected to large stress voltages (i.e. VGS,max, VDS,max � VDD,nom), tran-
sistor parameters can shift significantly within the intended operational lifetime of
a circuit (�VTH > 0.1V after 1 year). In that case, even performance parameters
of analog circuits that are not sensitive to small transistor parameter variations
can induce a reliability problem. The oscillation amplitude of the LC-VCO in
Table 6.1, for example, reduces significantly due to large voltages applied to the
cross-coupled transistor pair and the resulting HCI-induced degradation. In turn,
this is reflected in the phase noise, which reduces over time (also see Fig. 6.2
showing the phase noise degradation over 5 years).

2. Asymmetrical stress, applied to a symmetrical circuit, can result in time-dependent
mismatch. This effect is demonstrated in Fig. 6.3 where asymmetric stress at
the input of a clocked comparator circuit results in a time-dependent change of
the input offset. When used as part of a larger system, this offset degradation
may affect circuit parameters such as the linearity of an A/D converter (also see
Sect. 5.4).

3. Due to stochastic transistor aging effects in 45 nm and below (see Chap. 3), tran-
sistor parameter variations can increase over time. As a result, matched transistors
can suffer from time-dependent mismatch, even when they are stressed identically.
Examples of circuit performance parameters that are affected by these stochas-
tic aging effects are the output current of a current mirror and the on-resistance
of a MOS resistor. Numerical simulation results for both circuits are given in
Table 6.1, while Fig. 6.4 depicts the degradation behavior of the MOS resistor
in more detail. The slope of the CDF clearly decreases over time, indicating an
increase of the standard deviation.

6.2.2 Process Capability Index

The process capability index or Cpk is a metric to express the relationship between
process and aging induced circuit performance variations and the minimum required
circuit performance:

Cpk = min
(
Cpl, Cpu

)
(6.1)

with

{
Cpl = µ(P)−Pmin

3σ(P)

Cpu = Pmax−µ(P)
3σ(P)

http://dx.doi.org/10.1007/978-1-4614-6163-0_5
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 6.2 An LC-VCO (top) can have a large time-dependent decrease in the phase noise due to
HCI and PBTI induced reduction of the oscillation amplitude (bottom). The circuit is designed in a
predictive 32 nm CMOS technology, has an operating voltage of 1.25 V and an oscillation frequency
of 2.8 GHz

with µ(P) the average circuit performance and σ(P) the standard deviation on that
average. Pmin is the lower specification limit and Pmax the upper specification limit
on performance P . A large Cpk value implies a high yield. Typically, a Cpk larger
than one is required, since this corresponds to a yield of 99.7 %. However, obtaining
a large Cpk typically also requires more area and a larger power consumption. Due to
transistor aging, both the mean performance µ(P) and the spread on the performance
σ(P) can shift over time. This will result in circuit failure for samples crossing the
upper or lower specification limit. Circuits with a low initial Cpk are thus more prone
to circuit aging.
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Fig. 6.3 A comparator (top) can suffer from asymmetrical stress resulting in a time-dependent shift
of the input offset due to NBTI effects in the input transistor pair (bottom). The circuit is designed in
a predictive 32 nm CMOS technology and has an operating voltage of 1.0 V. At one input a reference
voltage of 0.2 V is applied, the other input is stressed with a 0.4 V amplitude sine wave around a
0.5 V DC bias

The relationship between the Cpk and the circuit lifetime is illustrated with an example
in Fig. 6.5. The time-dependent performance shift of two MOS resistor circuits is
observed. Both circuits have the same initial average resistance. One MOS resistor,
however, is sized three times larger than the other and is less sensitive to process
variations. Circuits which have a resistance that deviates more than ten percent from
the average value are denoted as a failure. The resulting initial Cpk value of the
first circuit is then 1.5, while the second circuit has a Cpk of 2.45. After five years
of operation, however, the mean and standard deviation of the resistance of both
circuits has increased. This results in a time-dependent increase in the amount of
circuit failures and a reduction of the Cpk. After five years the smallest circuit obtains
a Cpk of only 0.47; the second circuit, however, still has a Cpk = 1.0 due to its more
robust, but larger, initial design. The Cpk is thus a good metric to express the amount
of design guardbanding for a specific circuit performance parameter. In case this
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Fig. 6.4 A MOS resistor (top) can have a large time-dependent increase in the mean resistance
value and in the standard deviation on the resistance due to PBTI effects (bottom). The circuit is
designed in a predictive 32 nm CMOS technology. A 1.0V gate voltage and a 0.5 V input voltage
are applied

parameter is sensitive to aging, designing for a larger initial Cpk will result in a
larger guardband and a more reliable circuit. Simulation tools such as described in
the previous chapters allow a designer to calculate the necessary guardband for a
designer.

6.2.3 Technology

Table 6.1 lists the circuit performance shifts for various analog circuits, each inte-
grated in a 65 nm process and a (predictive) 32 nm CMOS process. The 32 nm imple-
mentations are clearly more sensitive to transistor degradation. Ever-increasing oxide
electric fields, the severely aggravated PBTI effect in nMOS transistors and the
increased time-dependent variability due to stochastic aging effects are the main
causes for this result (also see Chap. 3). As discussed in Sect. 2.2, for example,

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_2
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Fig. 6.5 Reliability analysis for two MOS resistor circuits with different sizes (size1= 0.3×size2).
Both circuits are designed in a predictive 32 nm CMOS technology. For each circuit, the Cpk is
calculated, right after production and after five years of operation. The upper and lower failure
region are indicated in gray on the figure. The larger sized MOS resistor is less sensitive to process
variations and stochastic aging effects and therefore retains a Cpk larger than one, even after five
years of operation

the oxide electric field nearly doubles when going from a 65 to a 32 nm technol-
ogy. When designing in advanced CMOS technologies, it is therefore important to
help a designer to estimate the impact of aging on his or her circuit in order to find
a good trade-off between reliability and performance. The transistor compact mod-
els discussed in Chap. 3, are also suitable for ultra-scaled technologies. Furthermore,
Sect. 3.6 has even proposed a first-order model for hand calculations with model para-
meters for a 32 nm CMOS technology. This model has been demonstrated in Chap. 5
and enables designers to calculate approximately the average threshold voltage and
the variance on the threshold voltage as a function of time.

6.2.4 Circuit Design

The circuit design, determined by the topology and the transistor sizing, also affects
the time-dependent transistor aging. How transistor sizing can affect circuit lifetime
has been demonstrated in Sect. 6.2.2 were a MOS resistor circuit was shown to be
more reliable if the area is larger. The impact of the topology on transistor aging
is illustrated in Fig. 6.6. The clocked comparator circuit, used as an example circuit
throughout Chap. 5, is compared to a different implementation of the same building
block. Both circuits are designed in a (predictive) 32 nm CMOS technology and
are subjected to NBTI and PBTI. The difference between the two topologies is the
nature (pMOS or nMOS) of the input transistors in the output stage. Both circuits are

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_5
http://dx.doi.org/10.1007/978-1-4614-6163-0_5
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subjected to their respective worst-case input stress (‘1’ at one input, ‘0’ at the other
input) and the aging-induced input offset shift is analyzed. The result is depicted
in Fig. 6.6. The comparator with a pMOS input stage clearly ages more than the
nMOS counterpart. Both circuits age due to BTI effects in the input transistor pair.
Due to the stacked current source and the input pair transistor in the pre-amplifier,
however, the voltages Vn1 and Vn2 never reach the supply voltage. Therefore, in
the pMOS implementation, Md1 and Md2 are stressed more than in the nMOS
implementation. Eventually, this results in a larger overall degradation and a larger
input offset shift of the comparator. This example clearly shows how the worst-case
degradation can differ for different implementations of the same building block. As
a designer, the information returned by the reliability simulator is therefore crucial to
adapt the circuit topology in such a way that it suffers less from aging while always
performing according to specifications over the circuit’s lifetime.

6.2.5 Stress Conditions

The stress conditions applied to the circuit can have a large impact on the shift of
circuit parameters. These stress conditions are determined by the applied circuit
input, the operating voltage, the temperature and the stress time. Figure 6.7, for
example, demonstrates the impact of various input voltages and reference voltages
on the input offset of the same comparator circuit in a 32 nm CMOS process. Both
the reference voltage and the input voltage have a large impact on the input offset
which, in this case, varies between −3.48 and 4.96 mV depending on the applied
input. A reliability analysis of a circuit should therefore also include the impact of
the circuit inputs. Searching for realistic worst-case stress conditions is a difficult
problem and an important challenge to be solve in the coming years. An efficient
reliability simulator able to generate circuit models, as discussed in Sect. 5.4, can be
used as an aid for such as study.

6.3 Failure-Resilient Circuits

Section 6.2 has reviewed various parameters that affect the lifetime of an analog
circuit. The impact of each of these effects can be simulated with the models and
tools discussed in Chaps. 4 and 5. This information can then be used to design
guaranteed reliable integrated circuits, being:

1. Intrinsically robust circuits.
2. Self-healing analog circuits which use the huge potential of digital circuits to

continuously monitor the operation of the core circuit and to compensate for
errors at run time.

Both approaches are briefly discussed in the following sections.

http://dx.doi.org/10.1007/978-1-4614-6163-0_5
http://dx.doi.org/10.1007/978-1-4614-6163-0_4
http://dx.doi.org/10.1007/978-1-4614-6163-0_5
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Fig. 6.6 Two implementations of a clocked comparator circuit, implemented in a predictive 32 nm
CMOS technology. Both circuit age due to a BTI effect in the input transistor pair but, depending
on the nature of the implementation, a different time-dependent offset shift is observed

6.3.1 Intrinsically Robust Circuits

Classically, circuits are designed for intrinsic robustness by overdesign (guardband-
ing) or the use of redundancy. This results in a large power and area penalty. However,
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Fig. 6.7 Boxplot of the input offset shift of a comparator circuit for different reference voltages.
For each reference voltage, at the comparator input a square wave voltage with a duty factor ranging
from 0.0 to 1.0 in steps of 0.25 was applied

an accurate and efficient circuit reliability analysis tool can provide detailed informa-
tion about the yield and operation of the circuit over its entire lifetime. Therefore, this
tool can help to significantly reduce the amount of overdesign, while still creating a
robust circuit.

As a simple illustration, the concept is demonstrated on a 90 nm CMOS one-stage
resistive amplifier (see Fig. 6.8). Two performance parameters are monitored: the AC
output voltage Vout and the DC output voltage VOUT. The circuit is simulated over
a stress time of four months in which the circuit degrades due to hot carrier effects.
The reliability simulator has indicated the transistor length L as a circuit weak spot
for aging. A large L improves the robustness of the circuit to aging. Therefore, a
second amplifier in which both the width and the length of the transistor are doubled,
was designed and simulated. This is expected to improve the circuit reliability, while
the circuit performance remains the same and the overall power consumption does
not increase. Simulation results for both the original and the improved circuit shown
in Fig. 6.8 confirm this. The circuit performance parameters of both circuits shift
over time due to hot carrier degradation. However, the second circuit with the larger
transistor ages much less than the original circuit and therefore the robustness has
been improved significantly.

Shanbhag (Shanbhag et al. 2010) proposed another solution by solving the reliability
problem at system level with stochastic computation techniques. Variations at transis-
tor level are viewed as noisy communication channels and communications-inspired
design techniques based on estimation and detection theory are proposed to guarantee
reliable (i.e. acceptable) circuit operation at all times. Also, Chakradhar (Chakrad-
har and Raghunathan 2010) suggested a third approach. He proposed to perform
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Fig. 6.8 Illustrative reliability simulation of a one-stage amplifier over a lifetime of four months.
The circuit has been designed in a 65 nm CMOS technology. The DC and AC output voltage of the
circuit shift over time due to hot carrier degradation. An improved circuit (i.e. with larger transistor
length) is more resilient to hot carrier degradation and therefore ages less

computations with best effort, but to tolerate errors if they occur. This approach is
only possible in non-critical applications such as real-time video.

6.3.2 Self-healing Circuits

Section 6.3.1 advocates the usage of local overdesign, local redundancy or system-
level solutions to design an intrinsically robust system. For some stochastic reliability
problems, however, this is not an optimal solution. For example, when designing an
analog-to-digital converter, each output driver has to be sized such that it can switch
fast enough to guarantee the minimum speed required for that converter. Under the
presence of process variability, however, this will result in a huge overdesign and
extra power consumption for the entire converter to guarantee high yield.

A solution for this problem can be found in the use of the ‘knobs and monitors’ (also
referred to as ‘sense and react’ (Rabaey et al. 2011)) principle. The idea is to monitor
the operation of a system or circuit and take runtime countermeasures to compensate
for variability and reliability errors. This guarantees a correct and optimal operation
at all times, if properly anticipated for the necessary ‘tuning’ range at design time
by using analysis and design tools. Note how the knobs and monitors principle is
similar to the concept of digitally assisted analog circuits (Murmann 2006). The latter
tunes out process variability or other nonideality effects in an analog block with the
usage of digital peripheral circuits. To also monitor transistor aging effects, however,
additional or different positions for the knobs and the monitors will be needed. This
therefore requires novel analysis tools and design techniques.
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Fig. 6.9 General architecture of a knobs and monitors (sense and react) based system

As shown in Fig. 6.9, a knobs and monitors system consists of 3 parts. Monitors
inserted in or added to the circuit measure the actual performance of the circuit at run
time with simple measurement circuits. Knobs are tunable or reconfigurable circuit
parts able to change the operating point of the system. Finally a Control Algorithm
in the controller selects, based on the inputs from the different monitors, the opti-
mal configuration of the system knobs in order to satisfy the system specifications,
even if the performance varies over time. The control loop can be implemented in
digital hardware, adding only a limited amount of extra power dissipation and area
consumption.

Singh et al. (2010); Karl et al. (2008) and keane et al. (2010) proposed circuits for
in-situ degradation monitoring of BTI, HCI and TDDB aging effects. De Wit and
Gielen (2012) and Acar et al. (2008) applied the knobs and monitors principle on an
output driver to guarantee a minimum power efficiency. Figure 6.10 (left) depicts a
schematic representation of such a driver (De Wit and Gielen 2012). Analysis in a
90 nm CMOS technology indicates how process variability, NBTI, hot carriers and
breakdown effects affect the characteristics of the output stage transistors and reduce
the conversion efficiency. To monitor this effect, the on-resistance of the output-stage,
which is directly linked to the conversion efficiency, is measured periodically. If the
on-resistance increases too much, extra output transistors are switched on in parallel
to the already active but aged output transistors. This system guarantees an optimal
performance versus power consumption trade-off over the entire circuit lifetime
(De Wit and Gielen 2012). Note how circuit monitors are also subjected to aging
effects. However, the circuit performance is only measured every few weeks (i.e.
depending on how fast the circuit ages). Therefore the monitor circuit degradation
is only very limited and wrong decisions due to aged monitors are avoided.

6.4 Case Study 1: IDAC

Here, the transistor models and simulation methods proposed earlier in this work are
used to demonstrate the design of a failure-resilient circuit using a reliability-aware
design flow. The example circuit is a current-steering digital-to-analog converter
(IDAC), implemented in a (predictive) high-k 32 nm CMOS technology (Gielen
et al. 2011). Section 6.4.1 first discusses the used topology. The choice of technology
determines the nature and magnitude of the different spatial and temporal unreliability
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Fig. 6.10 Application of the knobs and monitor principle on a xDSL line driver in a 90 nm CMOS
technology (top). The power efficiency of the driver is monitored and, as the circuit performance
reduces due to aging, extra stages in the output section are switched on, again boosting the efficiency
(bottom) (De Wit and Gielen 2012)

effects that affect the circuit performance. Then, this technology knowledge is used
to design a 6-bit IDAC. Section 6.4.2 first uses using a conventional design flow
to guarantee sufficient yield and a low failure rate. This flow uses guardbanding at
the device level. However, this typically results in huge circuit overdesign and still
does not guarantee reliable circuit operation. In Sect. 6.4.3, the IDAC is redesigned
using the reliability models and simulation techniques discussed earlier in this work.
These techniques are circuit specific and therefore enable a significant reduction of
the design margins, while still guaranteeing or even improving circuit performance.
Finally, in Sect. 6.4.4, circuit design techniques are used to further enhance the circuit
performance and to reduce the design overhead.
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6.4.1 Technology

A predictive 32 nm high-k CMOS technology with 1.1 nm EOT and a nominal
VTH = 0.38V is used (Arizona state university predictive technology model 2012).
The simulation models for each aging mechanism (see Chap. 3) are calibrated with
measurements from literature (Cho et al. 2010; Kaczer et al. 2010). Further, the para-
meter AVTH = 2.4mVµm is used to include the impact of process-induced transistor
mismatch (Lewyn et al. 2009) (also see Sect. 2.3). The maximum nominal supply
voltage VDD,nom to guarantee reliable circuit operation, is typically calculated based
on accelerated stress measurements on individual devices. Here, VDD,nom is defined
as the stress voltage for which the threshold voltage shift of a single transistor does not
exceed a predefined reliability margin of say 50 mV after 5 years. The PBTI, NBTI
and SBD aging mechanisms are included in the simulations, since these are consid-
ered to be the major failure mechanisms in high-k technologies (also see Chap. 2).
The extrapolation from accelerated stress measurements on single devices results
in a VDD,nom of 0.91V (see Fig. 6.11). With a VTH = 0.38 V, this gives very little
headroom to work with, especially when designing an analog circuit where stacked
transistors are typically used to achieve a sufficiently large small-signal output resis-
tance. Nevertheless, this is how reliability margins are typically calculated when
using a conventional design strategy (Groeseneken et al. 2010). Furthermore, this
technique (i.e. reliability assessment based on accelerated stress tests on individual
transistors) does not guarantee a reliable circuit. More optimal designs, using higher
supply voltages, can be realized if the actual impact of the degradation mechanisms
on the circuit is evaluated. The next section first studies the design of an IDAC circuit
using a conventional design approach with device-based guardbands. Afterwards, the
reliability-aware design flow is applied to the same circuit.
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Fig. 6.11 Simulation of the threshold voltage shift after 5 years as a function of the stress voltage
for an nMOS and pMOS transistor in a predictive 32 nm CMOS technology with VTH = 0.38V.
For a reliability margin of �VTH ≤ 50mV@5years the maximum supply voltage allowed is only
0.91V and is limited by NBTI
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Fig. 6.12 Schematic of a 6-bit current-steering digital-to-analog converter. Reliability simulation
is performed on the current-source transistors Mcs, shaded in gray, which are the accuracy-limiting
transistors of the circuit

6.4.2 Conventional Design

The scheme of the demonstrator 6-bit current-steering digital-to-analog converter
(IDAC) is depicted in Fig. 6.12. Because of the unary implementation, this IDAC
mainly consists of 63 matched unary current-source transistors Mcs. Using the switch
transistors Msw, the individual currents are routed to one of the two output nodes
Vout+ or Vout−, both connected to a fixed load resistor Rload. In case of sufficient
voltage headroom, cascode transistors Mcas are typically added to increase the output
impedance. A digital thermometer decoder and clocked latches generate the switch
transistor’s driving signals, based on the IDAC digital input word datain.

From a static performance point of view, the yield of this circuit is limited by the
Integral Non Linearity (INL). The INL, defined as the largest difference between
the ideal and the actual output value of the DAC across all input codes, should
typically be limited to 0.5LSB and is influenced by mismatch between the current-
source transistors Mcs. Monte-Carlo simulations (Chen and Gielen 2007) are used to
determine the maximum allowable current deviation σ(�ILSB)/ILSB, for a certain
DAC configuration. Using the Pelgrom mismatch Equations(Pelgrom et al. 1989) and
the IDAC specifications, the sizes of the current-source transistors can be calculated.
The current source transistors are assumed to be in saturation, therefore a first-order
estimation for the required transistor aspect ratio is:

W

L
= ILSB

β (VGS − VTH)2 (6.2)

Process-induced VTH mismatch between two current source transistors results in a

mismatch of the output current σ
(

δ ILSB
ILSB

)
, with:
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σ

(
δ ILSB

ILSB

)
= 2σ(δVTH)

VGS − VTH
(6.3)

Further, the VTH mismatch σ(δVTH) is given by Pelgrom’s model (see Eq. 2.1) and
can be used to find the minimum required transistor size for a given current source
mismatch:

W Lmin ≈ A2
VTH[

σ
(

δ ILSB
ILSB

)
(VGS−VTH)

2

]2 (6.4)

with AVTH the transistor mismatch parameter. According to (6.4), minimal chip
area and associated chip cost requires a maximal VGS voltage. On the other hand,
preserving the transistor operation in the saturation region limits the usable VGS
range: VGS ≤ VDS + VTH ≤ VDD − Vout,sw,diff − VDS,cas − VDS,sw − VTH. A design
value of VGS = 0.6VDD yields a good compromise.

In the case of high-resolution DACs the area of the unary current source (6.4), and
the corresponding current-source matrix area, will dominate the area of the analog
part of the digital-to-analog converter. As such, this area is used here to calculate
the area-power product. The digital part of the DAC (i.e. the thermometer coder
and the latches) is more robust to component variations and aging effects, compared
to the analog part, and is therefore not included here.

To guarantee reliable circuit operation, the design flow explained above uses a max-
imum operating voltage based on reliability measurements on individual transistors
(see Sect. 6.4.1). Circuit reliability simulations using the tools explained in Chap. 5,
however, indicate that this conventional flow cannot always guarantee reliable circuit
operation. For example, when the original circuit is designed for a yield (defined as
INL ≤ 0.5 LSB and DR ≥ 0.2VDD) of 99.7 % (3σ design) and a supply voltage
does not exceed the ‘safe’ 0.91V limit, the amount of circuits functioning according
to specificiations still reduces to 99.08 % (2.6σ ) after 5 years. It can be concluded
that reliability assessment based on accelerated stress tests on individual transis-
tors is not a sufficient, nor an appropriate technique for reliable circuit design in
advanced high-k technologies. Therefore, in the next sections a design flow using
circuit reliability simulation is employed.

6.4.3 Reliability-Aware Design: Fixed Topology

To improve circuit performance, the supply voltage is increased above the 0.91 V
limit (see Sect. 6.4.1). Despite the higher VDD and associated increased degradation
effects, circuit reliability can still be guaranteed through circuit simulation using the
circuit reliability simulation techniques discussed in Chap. 5.

Because of the statistical nature of the degradation effects (see Chap. 2), the spread
on the individual current sources Mcs can change over time. Starting from Eq. (6.3)

http://dx.doi.org/10.1007/978-1-4614-6163-0_2
http://dx.doi.org/10.1007/978-1-4614-6163-0_5
http://dx.doi.org/10.1007/978-1-4614-6163-0_5
http://dx.doi.org/10.1007/978-1-4614-6163-0_2
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and using the first-order transistor aging model discussed in Sect. 3.6. Equation (6.4)
can be extended to also include aging-induced mismatch effects:

W Lmin,deg ≈ A2
VTH + 2A2

BTI(�VTH)
[
σ

(
δ ILSB
ILSB

)
(VGS−VTH−δVTH)

2

]2 (6.5)

with �VTH representing the time-dependent BTI-induced absolute threshold voltage
shift and ABTI a technology-dependent parameter. Both �VTH and VGS dependent
on the applied supply voltage. Therefore, from eq. (6.5), one can assess the impact
of a change in VDD. Indeed, if VDD is increased:

• �VTH will increase, requiring a larger minimum transistor area: W Lmin,deg >

W Lmin since the latter only takes initial process variations into account (see
Eq. (6.4)).

• VGS will increase, resulting in a smaller minimum area while still realizing the
same current accuracy.

In Table 6.2, this trade-off is applied to a single IDAC current source for a 1.0 V and
a 1.2 V supply voltage. Operating the current source at 1.2 V results in a five times
smaller area; the current mismatch however increases with almost 16 % after 1 year.
Figure 6.13 depicts the required area-power product for the entire DAC and for a
supply voltage ranging from 0.8 to 1.8 V with a yield target of 99.7 % over circuit
lifetime of 5 years (i.e. the black solid line). The square marker in Fig. 6.13 represents
the conventional design from the previous Sect. 6.4.2, meeting the yield specifications
at design time but not after 5 years of operation. When operating at low supply
voltages, the circuit is performance limited by process variations. At higher supply
voltages, the circuit performance is limited by PBTI aging effects. Supply voltages
higher than 1.4 V strongly increase the probability for hard breakdown events in the

Table 6.2 Reliability analysis of a single DAC current source for a supply voltage of 1.0 V and
1.2 V

VDD 1.0 V 1.2 V

VGST 0.266 V 0.445 f x0.19
W 0.200 µm 0.060 µm
L 1.200 µm 0.750 µm
Area 0.240 µm2 0.045 µm2

IDS 1.999 µA 2.058 µA
P 2.355 µW 2.688 µW
�VTH@1y 3.7 mV 18.0 mV x4.86
σ(VTH)@0y 5.18 mV 11.24 mV
σ(VTH)@1y 5.19 mV 11.97 mV
�IDS@1y 8.0 nA 0.111 µA
σ(IDS)/IDS@0y 2.73 % 2.68 %
σ(IDS)/IDS@1y 2.75 % 3.18 % x1.16

Variability parameters are extracted from a simulation on 1000 samples

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 6.13 Area-power product of the analog part of the 6-bit IDAC versus the supply voltage. The
black solid line represents the minimum area-power product for a design with a 99.7 % yield over
a lifetime of 5 years. An optimum supply voltage can be found, making optimal use of the 32 nm
CMOS technology (VDD > VDD,nom) and taking the circuit-specific degradation into account

transistors (also see Sect. 3.4), therefore a 0.2 V backoff is introduced as a safety
margin. Eventually, this results in an optimum VDD = 1.2 V for this circuit, where
the area-power product of the analog part of the IDAC is improved by 53 % compared
to the design at the nominal supply voltage of 0.91 V, while a 99.7 % yield is still
guaranteed over the lifetime of 5 years. As can be imagined, other performance
metrics may yield different optimum supply voltages. System-level designers should
thus determine the most important performance characteristic(s) and decide on the
most appropriate supply voltage accordingly.

6.4.4 Reliability-Aware Design: Digitally-Assisted Analog

The availability of area-efficient, low-power digital circuits in CMOS, allows the
implementation of digitally-assisted analog systems. In this way, the effect of
performance-limiting analog imperfections can be reduced greatly, leading to designs
with a significantly reduced area-power product. Here, the robust IDAC circuit from
the previous section is redesigned and digital calibration is used to eliminate various
error sources: gradient errors (spatial unreliability effects), gain and offset errors
(deterministic unreliability effects), random mismatch induced errors (stochastic
unreliability effects). In this section, the example IDAC will be optimized using the
switching sequence post adjustment (SSPA) technique (Chen and Gielen 2007). This
algorithm optimizes the order in which the individual current sources are switched
on with increasing input code, thereby reducing the INL. Originally, the SSPA tech-
nique was only applied right after production to correct for process-induced varia-

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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Fig. 6.14 Area-power product of the analog part of a standard and reconfigurable 32 nm CMOS 6-bit
IDAC versus the supply voltage. Optimal supply voltages can be found for both implementations.
The reconfigurable design (bold curve) outperforms the conventional design (thin curve) both at
the nominal supply voltage as well as at the optimized supply voltage

tions. Here, however, the SSPA algorithm is running at regular time intervals to also
correct aging-induced circuit degradation. In Fig. 6.14, the SSPA algorithm is com-
bined with the supply voltage increase technique discussed in the previous section.
Application of the SSPA technique strongly improves the performance of the DAC.
At the nominal supply voltage (0.91 V ), the area-power product decreases by 74 %
using the SSPA technique. See (Chen and Gielen 2007) for a detailed explanation and
analysis on this area decrease. When also optimizing the operating voltage, based
on information from reliability simulations, this results in a supply voltage of 1.2 V
and an extra 15 % area-power product decrease. The combination of design tech-
niques (SSPA) and circuit reliability simulations (operating voltage optimization)
thus yields an area-power product improvement of 89 % compared to the design at
the nominal supply voltage.

6.5 Case Study 2: Digital Circuits

The focus of this work is on analyzing the impact of transistor aging on analog rather
than digital circuits. Nevertheless, the latter can be considered as a special type
of analog circuits (taking square-shaped waveforms at the input) and can therefore
also be analyzed using the models and simulation methods proposed in this work.
Given the complexity of a reliability simulation (see Chap. 5), however, only small- to
medium-sized digital circuits can be analyzed. Simulation techniques for variability-
and reliability-aware analysis of large digital circuits are discussed in (Miranda et al.

http://dx.doi.org/10.1007/978-1-4614-6163-0_5
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2009,Velamala et al. 2011). Below, the analysis of a digital circuit is briefly discussed
and demonstrated.

In contradiction to the remainder of this work, this section studies how to determine
the lifetime of a given circuit rather than analyzing the lifetime at design time. The
idea behind this slightly different focus is the increased use of off-the-shelf ICs for
the development of cellphones, TVs, cars and even military or space applications.
To guarantee reliable operation of the entire system, it is in such cases important to
be able to determine the lifetime of each component. This section studies how this
can be done, depending on the amount of information available. First, Sect. 6.5.1
overviews the impact of transistor aging on a typical digital circuit. Then, Sect. 6.5.2
discusses how to find a lower bound on the circuit lifetime. Finally, this theory is
demonstrated on an example circuit in Sect. 6.5.3.

6.5.1 Digital Circuit Lifetime

As discussed in Sect. 6.2.1, transistor aging can affect a multitude of analog circuit
performance parameters. Depending on the application, an analog designer must
therefore first identify the cricital circuit performance parameters before he or she
can conduct a circuit reliability analysis. In digital circuits, however, typically only
two performance parameters are considered: power consumption and speed. The
former, could potentially increase over the lifetime of the chip due to SILC effects
(Kamohara et al. 1998, Young et al. 2012). Here, the impact of transistor aging on
the gate delay is studied.
Figure 6.15 illustrates the time-dependent delay shift for an example logic circuit
designed in a (predictive) 32 nm CMOS technology after a stress time of 1 day, 1
month and 1 year. Here, 500 circuit instances were simulated, with each instance
subjected to a (different) random input pattern. Similar to an analog circuit (see
Sect. 6.2.5), the lifetime of a digital circuit depends a lot on the input activity. Indeed, a
different input pattern will activate and age different transistors. Figure 6.15 therefore
depicts a distribution of the transistor aging-induced delay shift where the delay shift
of one sample depends on the applied input activity. Here, NBTI is the dominant
aging effect. Applying a static ‘001’ input therefore results in a worst-case delay
shift (i.e. in this case 6 %), while ‘110’ is the best-case input (i.e. no delay shift).
Even for this simple example circuit, it is already clear how the input pattern has a big
impact on the transistor aging-induced delay shift. Applying a random input pattern
to evaluate the lifetime of a circuit is therefore not sufficient to predict aging in a real
application. Furthermore, to design a guaranteed reliable system, it is desired to find
the minimum circuit lifetime for any applied (realistic) input.

An increase of the path delay, however, does not necessarily result in circuit failure
or reduced lifetime (Wang et al. 2007). Most digital circuits are synchronous and
therefore, from a circuit or system point of view, the timing conditions provide
a relationship between the path delay and the lifetime of the circuit. A circuit is
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Fig. 6.15 Time-dependent delay shift of an example circuit designed in a (predictive) 32 nm CMOS
technology after a stress time of 1 day, 1 month and 1 year. 500 circuit instances are simulated, with
each circuit subjected to a random input pattern in time

considered reliable as long as the timing specifications are met:

Tclk > tp + tclk,q + tsetup − tskew (6.6)

tskew < tp + tclk,q − thold (6.7)

with Tclk the clock period, tp the logic path delay and tclk,q the clock-to-q delay of a
flipflop. tsetup and thold are the setup and hold time of a flipflop, respectively. Finally,
tskew is the clock skew, which is defined as the clock delay to the destination register
minus the clock delay to the source register. Each of the parameters in Eq. (6.6)
can be affected by transistor aging. Careful circuit reliability analysis is therefore
required. Here, the following definition for lifetime is used: the lifetime of a digital
circuit is the time to the first hold or setup time violation.

6.5.2 Minimum Circuit Lifetime

Full circuit knowledge (i.e. a circuit netlist) is needed to quantify the actual impact of
aging-induced transistor performance shifts on the circuit parameters and to calculate
the minimum circuit lifetime. For static CMOS, however, it is also possible to find an
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upper bound for the aging-induced relative path delay shift, regardless of the circuit
architecture and implementation.

A first upper bound for the relative path delay shift can be found when assuming
(due to a lack of more circuit knowledge) that every transistor in the circuit ages
by a technology-determined maximum amount. For a 32 nm CMOS technology, for
example, BTI is the dominant aging mechanism (see Sect. 3.3). BTI results in a shift
of the threshold voltage VTH and is primarily a function of the gate-source voltage
VGS, the temperature T and the stress time Tstr:

�VTH = f (VGS, Tstr, T ) (6.8)

Further, if the gate-source voltage is reduced, part of the BTI damage is recovered
(also see Sect. 3.3). Therefore, for a given stress time Tstr, a given maximum operating
temperature Tmax and a supply voltage VDD, the maximum aging-induced threshold
voltage shift �VTH,max will result from applying a large and fixed stress voltage:

�VTH,max = �VTH(VDD, Tstr, Tmax) (6.9)

For example, for a 32 nm CMOS technology with a supply voltage VDD = 1.0V ,
a lifetime Tstr = 5 year and a Tmax = 125 ◦C, the maximum transistor threshold
voltage shift is 0.15 V (Degraeve et al. 2008; Pae et al. 2008; Lewyn et al. 2009;
Cho et al. 2010; Kaczer et al. 2010; Pae et al. 2010). Further, in static CMOS, each
transistor is used as a switch. When the circuit is operated, these switches are turned
on or off resulting in charges being transported to or from (parasitic) capacitors in
the circuit. When switched on, each transistor acts as a current source charging or
discharging such a capacitor. The transistor drive current ID is a non-linear function
of the transistor gate and drain voltages and is not a constant. Nevertheless, the
maximum relative change in transistor drive current can be used as an upper bound
for the maximum relative change in circuit delay. When each transistor is assumed
to age by a maximum amount:

�tp
tp

∣∣∣
∣

(Tstr )

WC

≤ �ID

ID

∣∣∣
∣

(Tstr )

WC
(6.10)

Indeed, the capacitors in the circuit do not change over time and each current source
in a path contributes independently to the delay of that path. Eq. (6.10) is only valid
for static CMOS circuits, where the ratio between on and off currents is not critical.

A second and more accurate bound on the maximum relative path delay shift can be
found for standard cell designs. Most modern LSI circuits are built using standard
cells to reduce the design time, to increase yield and to facilitate the design flow.
Transistor aging affects the drive current of a standard cell. The aging-induced relative
delay change of such a cell

�tg
tg

is therefore a function of the operating voltage VDD,
the activity of the input signal α, the slope of the input signal dVIN/dt , the load

http://dx.doi.org/10.1007/978-1-4614-6163-0_3
http://dx.doi.org/10.1007/978-1-4614-6163-0_3
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capacitance CL, the temperature T and the stress time Tstr:

�tg
tg

= f (VDD, α, dVI N /dt, CL , T, Tstr) (6.11)

Using aging simulations on each gate in the standard cell library and by sweeping
over all parameters, one can find the worst-case relative delay change, at time Tstr
and for any gate i in the library:

�tg
tg

∣∣∣
∣

(Tstr)

WC

= max

(
�tgi

tgi

∣∣∣
∣

(str)

WC

)

,∀i ∈ {1, . . . , n} (6.12)

with n the number of gates in the standard cell library. An upper bound for the
maximum relative path delay change can then be found by assuming that the worst-
case path consists of all worst-case gates:

�tp
tp

∣∣∣∣

(Tstr)

WC

≤ �tg
tg
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(Tstr)

WC

(6.13)

6.5.3 Example Circuit

The worst-case lifetime analysis discussed above, is now illustrated on an example
circuit, depicted in Fig. 6.16. The circuit is built with a limited standard cell library
consisting of a D-flipflop, an AND-gate, an OR-gate and an inverter. Various specifi-
cations for each of the standard cells are given in Tables 6.3 and 6.4. Capacitors C1 to
C4, in Fig. 6.16, represent the interconnect capacitance and the input capacitance to
other gates (not shown in the figure). The circuit is operated at a clock frequency of

Fig. 6.16 The example datapath circuit to illustrate the aging analysis of a digital circuit
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Table 6.3 Gate
specifications

Gate tp,LH(ps) tp,HL(ps) Cin(fF)

INV 1.01 2.86 0.32
AND 12.1 9.5 0.35
OR 5.52 27.8 0.35

Table 6.4 Flipflop
specifications

tclk,q(ps) tsetup(ps) thold(ps)

D-FF 25.0 13.4 0.0

4 GHz. A test pattern to exercise the critical path (i.e. from IN1 to OUT in Fig. 6.16)
is also given. At time zero, the critical path delay is 0.185 ns. The circuit has a clock
distribution network with a clock-to-register delay tclk = 7.7ps.

Section 6.5.2 has discussed two technology-related bounds for the maximum relative
path delay shift. As mentioned in Sect. 6.5.1, this delay shift determines the lifetime
of the circuit. For a synchronous circuit, that relationship can be found by looking
at the setup and hold time conditions (also see Eqs. (6.6) and (6.7)) resulting in a
bound on the circuit lifetime. First, one can find a minimum bound on the nominal
time-to-failure TTFn due to an aging-induced setup time violation TTFn,setup:

TTFn,setup ≥ Tstr

	
Tclk

tp,max + tclk,q + tsetup + tclk,i
− 1 ≥ �tp

tp

∣∣∣∣

(Tstr )

WC

(6.14)

To find a lower bound on the lifetime without full circuit knowledge (without netlist),
one has to assume a worst-case circuit implementation. In that case, the critical path,
with delay tp,max, ages by a maximum amount. A bound for the maximum relative
delay shift was already given in Eqs. (6.10) and (6.13). To find the maximum absolute
delay shift of the critical path, tp,max is required. This can either be measured, when
a test pattern for the critical path is available, or estimated based on the clock period
Tclk. Similarly, the clock-to-q delay tclk,q and the setup time tsetup of the registers at the
input and output of the critical path are also assumed to age by a maximum amount.
Both tclk,q and tsetup can be obtained from the standard cell library. Finally, the term
tclk,i in Eq. (6.14) includes the impact of increased clock skew due to asymmetric
stress in the clock distribution network. For a perfectly symmetrical clock distribution
network, the skew between the clock signal reaching the input and the output register
is zero. However, when circuit techniques such as clock gating are used, different
branches of the clock distribution network can age at a different rate. In that case the
clock skew can change over time. The worst-case negative clock skew is obtained
by assuming that the clock delay to the input register tclk,i changes by a maximum
amount while the clock delay to the output register tclk,o remains constant. Circuit
imaging techniques such as PICA can be used to extract tclk,i and tclk,o when the
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clock distribution network is unknown (Tsang et al. 2000). Solving Eq. (6.14) for
Tstr results in a lower bound for the time to the first setup time violation. Next, similar
to TTFn,setup, an upper bound for the nominal time-to-failure due to an aging-induced
hold time violation TTFn,hold can be found:

TTFn,hold ≥ Tstr

	
tp,min + tclk,q

thold + tclk,o
− 1 ≥ �tp

tp

∣∣∣∣

(Tstr)

WC

(6.15)

Again, solving the equation for Tstr results in an estimate for the minimum circuit
lifetime. Here, the logic path with the smallest possible delay tp,min is observed,
because that path will cause the first hold time violation when maximum aging is
assumed. tclk,o represents the time for the clock signal to reach the destination register
and includes the impact of a maximum positive clock skew.

From Eq. (6.14) and (6.15) one can find an upper limit for the relative path delay

shift
�tp
tp

∣∣
∣
WC

to guarantee reliable circuit operation:

�tp
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Tclk
tp,max+tclk,q+tsetup+tclk

− 1 = 0.0816

tp,min+tclk,q
thold+tclk

− 1 = 2.246

(6.16)

In this example case, the worst-case relative path delay shift should thus not exceed
8.16 %. Based on this limit, various lower bounds on the circuit lifetime can be
derived, depending on the available circuit information:

1. First, a lower bound for the circuit lifetime is determined based only on technology
information. Figure 6.17 depicts the reliability analysis of a single minimum-sized
32 nm CMOS transistor when it is subjected to a maximum stress voltage (i.e.
VGS = VDD). The figure shows the relative drain-current shift �ID

ID
, induced by

transistor aging, as a function of the stress time and the applied drain-source
voltage. Figure 6.17 shows how transistor aging has the biggest impact when the
source-drain voltage VSD is large. Using Eqs. (6.10) and (6.16), one can now find a
first lower limit on the circuit lifetime: TTFtor = 3.2 months (also see Fig. 6.17).

2. A second and more accurate bound can be found when the standard cell library is
given. Each standard cell is simulated separately and for each cell the maximum
aging-induced delay shift is calculated. Figure 6.18 shows the simulation results
for a 32 nm CMOS AND gate. The propagation delay for a low-to-high and high-
to-low input pattern is studied, tp,LH and tp,HL, respectively. Depending on the
applied stress pattern, each of the delays will degrade differently. Various stress
patterns were applied and the worst-case tp,LH and tp,HL shift was calculated as
a function of the gate fanout and the applied stress time Tstr. The aging-induced
shift of the low-to-high propagation delay is dominant for a small fanout, but for
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Fig. 6.17 Worst-case drain current shift as a function of the source-drain voltage and the stress
time for a minimum-sized 32 nm CMOS transistor

Fig. 6.18 Worst-case relative delay shift of a 32 nm CMOS AND gate as a function of the fanout
and the stress time

a large fanout the high-to-low propagation delay shift is larger. Using Fig. 6.18
and Eq. (6.16), an AND-gate time-to-failure TTFAND of 2 years can be found. A
similar analysis was done for the other standard cells, resulting in an overall min-
imum standard cell lifetime of 9.4 months for the inverter gate: TTFstd_cell = 9.4
months.

3. Finally, a third lower bound on the circuit lifetime can be calculated when the
circuit netlist is given. A reliability analysis of the entire circuit, as a function of
the activity of the applied stress patterns, resulted in a worst-case relative delay
shift for the entire circuit and as a function of the stress time (see Fig. 6.19).
From Fig. 6.19, a lower bound on the circuit lifetime TTFcir = 2.67 years can
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Fig. 6.19 A worst-case aging analysis depending on the available circuit information: based only
on transistor aging information, using the standard-cell library and based on the circuit netlist. More
information clearly yields a tighter lower bound on the circuit lifetime and a better prediction of
the minimum time-to-failure. The gray area indicates the relative delay shift of the entire circuit,
when subjected to various stress patterns

be derived. Figure 6.19 also shows the worst-case delay shifts resulting from the
transistor-only and the standard-cell based approaches. The associated estimates
for the time-to-failure are also indicated.

From the analysis of this example circuit, it is clear how technology knowledge
can guarantee a rough lower bound for the lifetime of any circuit processed in that
technology. But having access to a standard cell library or even to the circuit netlist
can drastically improve that bound and make it more realistic. Furthermore, the
models and tools proposed in this work can be used to analyze the lifetime of small-
to medium-sized digital circuits such as standard cells or small circuit subblocks. A
more dedicated approach, as discussed in (Velamala et al. 2011), allows to analyze
also larger digital circuits.

6.6 Conclusions

This chapter has discussed the impact of transistor aging on the performance of analog
circuits. The lifetime of a circuit has been shown to depend on different aspects: the
observed circuit performance parameters, the amount of design guardbanding, the
technology, the circuit topology and sizing and the circuit stress conditions. Each of
these dependencies has been explained and demonstrated with example circuits. First,
an elaborate simulation experiment on various commonly used analog circuit building
blocks has revealed the most sensitive circuit performance parameters. Also, each of
the test circuits has been designed both in a 65 and a 32 nm CMOS technology. This
has shown how more advanced technologies typically bring about larger reliability
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problems. Especially BTI is an increasing problem in future technologies. This effect
does not only become worse in both nMOS (NBTI) and pMOS (PBTI) transistors
but also becomes stochastic, resulting in time-dependent mismatch.

In a second section the knowledge developed in the first section, combined with
the models and tools developed in Chap. 5 earlier in this work, have been applied
to design a reliable IDAC circuit. It has been shown how a reliability-aware design
flow can not only guarantee a more reliable circuit operation but can also help to
reduce guardbanding. For the example circuit, the area-power product of the IDAC
has been reduced by 89 %, compared to a conventional design, while still having
a lifetime of five years. This improvement has been realized with a combination
of design techniques and the circuit reliability simulations discussed earlier in this
work. Although the focus of this work is on analog circuit reliability simulation, the
simulation techniques can also be applied to small- or medium-sized digital circuits.
The lifetime of a typical digital standard cell design has been studied and different
bounds for the minimum guaranteed lifetime have been derived. Depending on the
amount of information available, the bound can be defined more accurately. The
theory has also been demonstrated on an example datapath circuit showing a 10×
larger minimum lifetime if the full circuit netlist is known, compared to a reliability
analysis only based on the technology.
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Chapter 7
Conclusions

7.1 General Conclusions

In this work, the impact of transistor aging on analog circuits processed in a
conventional nm CMOS process has been investigated. All important transistor aging
effects have been studied and compact models for each important effect have been
developed. Also, a circuit reliability simulation flow has been proposed. Finally, the
flow has been applied to a set of analog circuits and the impact of aging has been
studied.

With the scaling to ever-smaller technologies, to reduce cost, area and power con-
sumption and to increase speed, unreliability effects such as process variations and
transistor wearout have unfortunately worsened. This requires the use of larger design
margins and, combined with an increase in VTH and a reduction of VDD, results in
severe reduction of the design space. To counter this problem, a more in-depth and
circuit-specific design approach is required. Such a design flow should enable a reduc-
tion of the overall circuit guardbands and still guarantee reliable circuit operation by
using local overdesign or redundancy.

Three major parts can be distinguished throughout this work:

1. Identification and modeling of transistor unreliability effects.
2. Development of a design for reliability simulation flow.
3. Transistor aging impact analysis in analog ICs.

In the paragraphs below, each of these parts is briefly reviewed and novel techniques
and main conclusions are highlighted.

The first part of this work has been covered in Chaps. 2 and 3. First, Chap. 2 has given
an overview of the most important unreliability effects in nm CMOS. The effects have
been divided in two categories: spatial unreliability effects and temporal unreliability
effects. The former are related to process variations and are fixed right after the IC has
been processed. The latter are time-dependent and are either transient or permanent.
In this work, the impact of permanent transistor aging effects has been studied.
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Chapter 3 has proposed a set of compact models for each important aging effect:
hot carrier injection (HCI), bias temperature instability (BTI) and time dependent
dielectric breakdown (TDDB). The models are suited for analog circuit simulation
and include all major dependencies and effect properties. Further, an aging-equivalent
transistor model to simulate the combined aging effect on the performance of a circuit
has been proposed. The results of this part have been published in (Gielen et al. 2008;
Maricau et al. 2008, 2011d; Maricau and Gielen 2009b, 2010b).

The second part of the book has focused on developing a reliability simulation flow
for analog (and small digital) circuits. This part has been discussed in Chaps. 4
and 5. Chapter 4 has reviewed the most important reliability simulators presented
in literature and commercially available. Most of this simulation work has been
started in the late 1980s and early 1990s, when electromigration and hot carrier
effects reduced circuit reliability. Today, commercial reliability simulation tools such
as RelXpert (Cadence) and MOSRA (Synopsis) are still mostly founded on these
older approaches. Advanced CMOS technologies, however, suffer from new aging
effects such as BTI. Further, stochastic effects such as process variations and BTI
in ultra-scaled technologies are becoming more important with each technology
node. Prediction of only the nominal circuit lifetime is therefore no longer sufficient
and, besides the yield right after production, the circuit failure rate also needs to be
analyzed upfront. Chapter 5 has first proposed a deterministic reliability simulator
which is capable of analyzing the impact of deterministic aging effects on medium-
sized analog or digital circuits. The simulator also includes a sensitivity analysis
to detect circuit reliability weak spots. Next, a stochastic reliability simulator has
been discussed. This wrapper around the deterministic simulator has added support
for process variations and stochastic aging effects. To limit the simulation time,
the method uses a response surface method where, based on a limited number of
specifically chosen simulations, an analytical circuit model is built. This model is very
fast to evaluate and enables fast yield and failure rate predictions. Finally, Chap. 5 has
also proposed a hierarchical simulator to simulate the lifetime of large analog circuits.
Again a model-based approach has been used to reduce the simulation time. However,
here system subblocks are modeled and, besides process-dependent factors, circuit
inputs are also part of the model. This severely complicates the sample selection
(large input space) and the model itself (non-linear behavior). A new adaptive sample
selection algorithm, combined with an advanced symbolic regression model, has
been proposed to solve this problem. Each part of the simulator in Chap. 5 has been
demonstrated on an example circuit and the simulation results have been verified
with hand calculations and analyzed in detail. The simulation methods have been
published in (Maricau and Gielen 2009a, 2010a, c, 2011a, b; Gielen et al. 2010;
Maricau et al. 2012).

The last part of this work has been covered by Chap. 6 where the models and the
simulator developed in the first two parts have been applied on a set of test ICs to
evaluate the impact of transistor aging on typical analog circuits. This chapter has
first identified and discussed the most important factors that determine the lifetime of
an IC: circuit design, technology, stress conditions, the amount of guardbanding and
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the performance parameters. Each of these factors has been discussed and illustrated
with an example circuit. This improved understanding about the impact of transistor
aging on analog ICs can be used by designers as a first step towards designing more
reliable circuits. This has been demonstrated on two case studies. First, an IDAC
circuit has been analyzed. Here, a combination of a thorough reliability simulation
and circuit design techniques has resulted in the design of a reliable circuit with a
reduced power-area product. In addition, the method has been applied to the analysis
of small digital circuits. Although the proposed models and simulation techniques
are intended for analog circuit simulation, they are indeed also applicable to small
digital circuits. The results of this part have been published in (Bussche et al. 2011;
Gielen et al. 2011; Maricau and Gielen 2011c).
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Soft breakdown. See SBD
Spatial unreliability, 17, 18, 109
SPICE, 79, 90, 95
SSN, 33
Step size, 96, 98
Stochastic BTI, 30, 56, 69, 168
Stochastic effects, 8, 16
Stochastic HCI, 46
Stochastic simulation, 90, 93, 109,

133, 168
Stress bench, 96, 112, 117, 137
Stress condition, 160
Stress time, 96
Structural relaxation, 55
Subblock detection, 137
Symbolic regression, 94, 140
Synopsys, 87
Systematic fractional replicate

design. See SFRD

T
TDDB, 7, 16, 26, 69, 75, 82, 109
Temporal unreliability, 17, 23, 109
Test bench, 96, 112, 117, 137
Thermochemical model. See E model
Threshold voltage, 73
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T (cont.)
Time to failure. See TTF
Time-dependent, 8
Time-dependent dielectric breakdown. See

TDDB
Transient analysis, 85
Transient simulation, 90, 95
Transistor aging model, 73
Trapping, 58
TTF, 109, 111, 113, 120, 140

U
UDRM, 84

V
Vacuum tube, 3
Void, 31
Voltage-driven model, 71

W
Warranty cost, 5, 13
Wavelength, 21
Weak spot detection, 13, 93, 98, 102
Wearout. See Aging
Weibull, 27, 71

X
xDSL line driver, 165

Z
Zero failures, 12
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